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Abstract  
 

Background: MicroRNAs (miRNAs) are small (19-22-nt) 
single-stranded noncoding RNA molecules whose deregulation 

of expression can contribute to human disease including the 

multistep processes of carcinogenesis in human. Circulating 

miRNAs are emerging biomarkers in many diseases and cancers 
such as type 2 diabetes, pulmonary disease, colorectal cancer, 

and gastric cancer among others; however, defining a plasma 

miRNA signature in acute myeloblastic leukemia (AML) that 
could serve as a biomarker for diagnosis or in the follow-up has 

not been done yet. 

 

Methods: TaqMan miRNA microarray was performed to 
identify deregulated miRNAs in the plasma of AML patients. 

Quantitative real-time RT-PCR was used to validate the results. 

Receiver-operator characteristic (ROC) curve analysis was 
conducted to evaluate the diagnostic accuracy of the highly and 

significantly identified deregulated miRNA(s) as potential 

candidate biomarker(s). 

 

Results: The plasma expression level of let-7d, miR-150, miR-

339, and miR-342 was down-regulated whilst that of let-7b, and 

miR-523 was up-regulated in the AML group at diagnosis 
compared to healthy controls. ROC curve analyses revealed an 

AUC (the areas under the ROC curve) of 0.835 (95% CI: 

0.7119– 0.9581; P<0.0001) and 0.8125 (95% CI: 0.6796–0.9454; 
P=0.0005) for miR-150, and miR-342 respectively. Combined 

ROC analyses using these 2 miRNAs revealed an elevated AUC 

of 0.86 (95% CI: 0.7819–0.94; P<0.0001) indicating the additive 
effect in the diagnostic value of these 2 miRNAs. QRT-PCR 

results showed that the expression level of these two miRs in 

complete remission AML patients resembled that of healthy 

controls. 

 

Conclusions: Our findings indicated that plasma miR-150 and 

miR-342 are novel important promising biomarkers in the 
diagnosis of AML. These novel and promising markers warrant 

validation in larger prospective studies. 
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Background  
 

Acute myeloid leukemia (AML) is a clonal disorder caused by 
malignant transformation of a bone marrow-derived progenitor 

cell, which demonstrates an enhanced proliferation as well as 

aberrant differentiation resulting in hematopoietic insufficiency 

(i.e. granulocytopenia, thrombocytopenia or anaemia)[1,2]. AML 
is the most common type of acute leukemia occurring in adults, 

with approximately 11,900 individuals diagnosed annually in the 

United States only [3]. Adults over age 60 comprise more than 
two-thirds of this group [2], with a median age of onset of about 

65 [3]. The incidence of AML rises significantly with age, with 4 

cases per 100,000 people annually in the sixth decade of life, to 

over 20 cases per 100,000 in the ninth decade of life [4]. An 
increased incidence of AML is seen in patients with disorders 

associated with excessive chromatin fragility such as Bloom 

syndrome, Fanconi anemia, Kostmann syndrome, Wiskott-
Aldrich syndrome or ataxia telangiectasia syndrome. Other 

syndromes, such as Down (trisomy 21), Klinefelter (XXY and 

variants), and Patau (trisomy 13), have also been associated with 
a higher incidence of AML [5–8]. In fact, AML patients in 

remission frequently relapse due to the addition of new 

mutations [9]. 
 

In general, adults with AML show a variety of symptoms 

including fatigue, bruising or bleeding, fever, and infection, 
reflecting a state of bone marrow failure [10]. Physical findings 

other than bleeding and infection may include organomegaly, 

lymphadenopathy, sternal tenderness, retinal hemorrhages, and 
infiltration of gingivae, skin, soft tissues, or meninges (more 

common with monocytic variants M4 or M5) [10]. The diagnosis 

of AML is often demonstrated by an increased number of 

myeloblasts in the bone marrow or peripheral blood. According 
to the WHO criteria, acute leukemia is diagnosed when a 200-

cell differential reveals the presence of 20% or more myeloblasts 

in a marrow aspirate or in blood [11]. 
 

MicroRNAs (miRNAs) are small (19-22-nt) single-stranded 
noncoding RNA molecules that are derived from hairpin-

structured precursors [12]. These microRNAs function by 

directly binding to their potential target site in the 3
′
 untranslated 
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region (3
′
UTRs) of specific target mRNA, leading to the 

repression of mRNA translation or the degradation of target 
mRNAs. Small non-coding RNAs were also recently implicated 

in control of DNA-damage response [13]. Currently, there are 

2042 mature human miRNA sequences listed in the miRNA 

registry (Sanger miRBase release 19; http://www.mirbase.org/). 
Over recent years, many miRNAs have been investigated in 

various human cancers [14,15]. The deregulation of expression 

of microRNAs has been shown to contribute to the multistep 
processes of carcinogenesis in human by modification either of 

oncogenic or suppressor gene function [16,17]. Nowadays, 

microRNA expression patterns are known to characterize the 
developmental origins of tumors more effectively than mRNA 

expression signatures and thus can be a useful tool for the 

diagnosis and prognosis of human cancer [18]. The search for 

non-invasive tools for the diagnosis and management of cancer 
that can greatly reduce its worldwide health burden has long 

been a goal of cancer research [19]. Recently, it has been 

reported that microRNAs are circulating in serum/plasma [20,21] 
and tumor-derived microRNAs such as miR-155, miR-21, miR-

15b, miR-16 and miR-24 have been detected in the plasma and 

sera of tumor-bearing patients [22,23]. These circulating 
microRNAs can be considered as a new class of effective 

biomarkers where their abundance profile might reflect 

physiological and/or pathological conditions. Accordingly, 

several subsequent studies have proven that miRNAs can serve 
as potential biomarkers for various diseases including cancer 

[20,24,25]. 

A previous report [26] had shown that down-regulation of miR-
92 is a novel marker for acute leukemia patients (AML, ALL). In 

our study, we investigated the profile of circulating microRNAs 

in the plasma of acute myeloid leukemia patients compared with 

healthy individuals. Our results have revealed the presence of 
two microRNAs (miR-150, miR-342) whose levels were very 

significantly downregulated in the plasma of AML patients at 

diagnosis compared to healthy controls. The combination of their 
decrease is of utmost significance using ROC curve analysis. 

Investigation of the expression level of these two microRNAs in 

complete remission (CR) AML patients by qRT-PCR revealed a 
similar expression level as that of healthy controls. Thus, besides 
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miR-92, these two microRNAs are novel candidate biomarkers 

of acute myeloid leukemia and potential predictors of relapse. 
 

Methods  
Patients  
 

Patients used in this study had a newly diagnosed AML in 
addition to being in complete remission as determined by blood 

test. A total of 20 patients at the time of diagnosis in addition to 

other 20 patients in complete remission provided blood samples. 
Healthy subjects were collected as negative controls. None of 

these controls had previously been diagnosed with any type of 

malignancy or other benign disease. Informed consent, approved 

by the Clinical Research Ethics Committee of Jules Bordet 
Institute, was obtained from each participant. Details of clinical 

data are provided in Table 1. 
 

Table 1: Summary of clinical details of AML patients and healthy controls 
used for analysis.  

 

Sex   

Men 13 

Women 7 

Total 20 

Control 20 

French-American—British classification   

AML M0 3 

AML M1 3 

AML M2 2 

AML M3 2 

AML M4 2 

AML M4E0 2 

AML M5 2 

AML M6 2 

AML M7 2 

 
The classification was done according to the French-American-British 
system[27]. 
M0= Undifferentiated acute myeloblastic leukemia; M1= Acute myeloblastic 
leukemia with minimal maturation; M2= Acute myeloblastic leukemia with 
maturation; M3=Acute promyelocytic leukemia (APL); M4= Acute 
myelomonocytic leukemia; M4E0=Acute myelomonocytic leukemia with 
eosinophilia; M5= Acute monocytic leukemia; M6= Acute erythroid leukemia; 
M7= Acute megakaryoblastic leukemia. 

 

https://translational-medicine.biomedcentral.com/articles/10.1186/1479-5876-11-31#ref-CR27
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Plasma Sampling and RNA Extraction  
 

At presentation, blood samples for miRNA detection were 

collected in EDTA-K2 tubes and processed within 1 hour of 

collection. Blood samples were centrifuged at 1,200 g for 10 min 
at 4°C to spin down the blood cells, and the supernatant was 

transferred into microcentrifuge tubes, followed by a second 

centrifugation at 12,000 g for 10 min at 4°C. The supernatant 
was transferred to RNase/DNase-free tubes and stored at −80°C. 

Total RNA was isolated from the plasma using a mirVana 

PARIS isolation kit (Ambion, Austin, Texas) according to the 

manufacturer’s instructions for plasma samples. Briefly, 400 μL 
of human plasma was used to extract total RNA. Each sample 

was eluted in 100 μL of RNAse-free water and was concentrated 

to a final volume of 20 μL by using Eppendorf Concentrator Plus 
5301 (Eppendorf, Germany). 

 

RNA sample concentration was quantified by NanoDrop ND-
1000 (Nanodrop, USA). All RNA samples were analyzed for 

miR-16 expression, a stable endogenous reference miRNA, to 

assess an approximate yield of RNA extraction and to ensure that 

comparable amounts of starting material were used in each 
reverse transcription reaction [22,28–31]. 

 

MiRNA Expression Profile  
 

In our study, a three-step procedure was performed to profile the 

miRNAs in the plasma samples. First, for cDNA synthesis from 
the miRNAs, 30 ng of total RNA was subjected to RT (reverse 

transcription) using a TaqMan
®
 microRNA Reverse 

Transcription Kit (#4366596; Applied Biosystems) and 
Megaplex RT primers (Human Pool A, #4399966; Applied 

Biosystems) following the manufacturer’s protocol, allowing 

simultaneous reverse transcription of 380 mature human 

miRNAs to generate a miRNA cDNA library corresponding to 
each plasma sample. RT was performed on a Mastercycler 

Epgradient thermocycler (Eppendorf) with the following cycling 

conditions: 40 cycles at 16°C for 2 min, 42°C for 1 min and 50°C 
for 1 s followed by a final step of 80°C for 5 min to inactivate 

reverse transcriptase. Thereafter, to generate enough miRNA 
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cDNA template for the following real-time PCR, the cDNA 

libraries were pre-amplified using Megaplex PreAmp primer 
(Humam Pool A, #4399233; Applied Biosystems) and PreAmp 

Master Mix (#4384266; AppliedBiosystems) following the 

manufacturer’s instructions. The PreAmp primer pool used here 

consisted of forward primers specific for each of the 380 human 
miRNAs and a universal reverse primer. The pre-amplification 

cycling conditions were as follows: 95°C for 10 min, 55°C for 

2 min, 72°C for 2 min followed by 12 cycles at 95°C for 30 s and 
60°C for 4 min; the samples were then held at 99.9°C for 10 min. 

After the preamplification step, the products were diluted with 

RNase-free water, combined with TaqMan gene expression 
Master Mix and then loaded into TaqMan Human MicroRNA 

Array A (#4398965; Applied Biosystems), which is a 384-well 

formatted plate and real-time PCR-based microfluidic card with 

embedded TaqMan primers and probes in each well for the 380 
different mature human miRNAs; MiR-16 transcript was used as 

a normalization signal. 

 
Real-time PCR was performed on an ABI PRISM 7900HT 

sequence detection system (Applied Biosystems) with the 

following cycling conditions: 50°C for 2 min, 94.5°C for 10 min 
followed by 40 cycles at 95°C for 30 s and 59.7°C for 1 min. The 

Ct (cycle threshold) was automatically given by SDS 2.3 

software (Applied Biosystems) and is defined as the fractional 

cycle number at which the fluorescence passes the fixed 
threshold of 0.2. MiR-16 embedded in the TaqMan Human 

MicroRNA Arrays was used as an endogenous control. The 

relative expression levels of miRNAs were calculated using the 
comparative ΔΔCt method as described previously [32,33]. The 

fold changes in miRNAs were calculated by the equation 2
−ΔΔCt

. 

 

Taqman miRNA Assay for Individual miRNAs  
 

Gene-specific reverse transcription was performed for each miR 
using 10 ng of purified total RNA, 100 mM dNTPs, 50 U 

MultiScribe reverse transcriptase, 20 U RNase inhibitor, and 50 

nM of gene-specific RT primer samples using the TaqMan 

MicroRNA Reverse Transcription kit (Applied Biosystems, 
Gent, Belgium). 15 μl reactions were incubated for 30 min at 
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16°C, 30 min at 42°C, and 5 min at 85°C to inactivate the reverse 

transcriptase. Real time RT-PCR reactions (5 μl of RT product, 
10 μl TaqMan 2x Universal PCR master Mix, (Applied 

Biosystems, Gent, Belgium), and 1 μl TaqMan MicroRNA Assay 

Mix containing PCR primers and TaqMan probes) were carried 

out on ABI Prism 7900HT Sequence Detection System (Applied 
Biosystems, Gent, Belgium) at 95°C for 10 min followed by 

40 cycles at 95°C for 15 s and 60°C for 1 min. The qRT-PCR 

reactions were performed in triplicate, and the signal was 
collected at the end of every cycle. Due to a lack of generally 

accepted standards, all qRT-PCR data on single miRNA 

expression were analyzed as unadjusted Ct values and 
standardized to miR-16. To validate miR-16 as a stable internal 

reference, its stability during extraction was compared to that of 

synthetic cel-miR-39, a miRNA of C. elegans that is not present 

in humans. Twenty-five fmol of synthetic cel-miR-39 were 
spiked in after adding the Denaturing Solution (provided in the 

mirVana PARIS isolation kit) to the human plasma samples to 

avoid degradation by endogenous RNases, and the RNA was 
extracted. We measured the expression of cel-miR-39, miR-16 

and the validated differentially expressed microRNAs in AML 

patients (diagnosis and complete remission) and healthy controls. 
Afterwards, the expression of the validated microRNAs in AML 

patients and healthy controls was compared with miR-16 and 

cel-miR-39 normalizers, respectively. 

 
Statistical Analysis  
 

Data characterized by a normal distribution, determined using 

Kolmogorov-Smirnov and Shapiro-Wilk normality tests, were 

expressed as the mean and standard deviation. Widely presented 
using the 2

-ΔΔCt
 method, the relative gene expression involves the 

gene of interest data (Ct gene of interest) relative to an internal 

control gene (Ct internal control gene), named delta Ct. The 
calculated delta Ct ± SD for the patients was compared with the 

delta Ct ± SD (SD stands for the standard deviation of the 

average delta Ct of the group) for the healthy control group and 

tested for statistical significance. Sensitivity, specificity, and the 
area under the curve (AUC) for plasma microRNAs were 

determined using Receiver Operator Characteristic (ROC) 

analysis. Data were analyzed using Student’s t test. P-values 
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<0.05 (*), <0.01 (**), and <0.001(***) obtained using t-test 

were considered statistically significant. 
 

Results  
Expression Profiles of miRNAs in the Plasma of AML 

Patients  
 

RNA from twenty independent human AML patients and healthy 
controls was first studied using the TLDA technique. We could 

identify several miRs that were statistically differentially 

expressed between AML and healthy controls (Table 2). These 
microRNAs were further studied to validate their differential 

expression by quantitative Real Time PCR (qRT-PCR) and to 

investigate whether anyone could be used as a candidate 
biomarker of AML at the diagnosis. 
 
Table 2: Circulating plasma microRNA expression levels in AML patients 
compared to healthy controls.  

 

MicroRNA AML/Healthy control ratio P value 

Hsa-let-7b 6.5 0.021 

Hsa-let-7d 0.2 0.026 

Hsa-miR-150 0.045 0.0026 

Hsa-miR-335 4.5 0.041 

Hsa-miR-339 0.4 0.031 

Hsa-miR-342 0.07 0.0048 

Hsa-miR-374 3.5 0.045 

Hsa-miR-523 5 0.022 

 

Validation of Candidate miRNAs  
 

Differential miR expressions were validated by real-time PCR in 
all samples. The change in candidate miRNAs for the AML 

patients versus the healthy controls is shown in Figure 1. These 

data have been normalized by the expression level of miR-16, a 

widely used endogenous reference miRNA that was also 
confirmed to be unchanged in our experiments (TLDA cards). In 

addition, as cel-miR-39, miR-16 is stable (Figure 2). Moreover, 

we compared the difference in let-7b, let-7d, miR-150, miR-339, 
miR-342, and miR-523 expression between AML patients and 

healthy controls and obtained the same differences in their 

expression regardless of whether cel-miR-39 or miR-16 was 
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used as the normalizer (Figure 3), which further supports that 

miR-16 is a stable reference in this study. 
 

 
 
Figure 1: Relative expression levels of the six differentially expressed miRs. 

Six miRNAs are significantly differentially expressed in the plasma of AML 
patients when compared to healthy controls (n=20). Data obtained by 
quantitative RT-PCR amplification of miRs are plotted. p-values for each 
miRNA are shown. Boxes represent SE. Error bars represent SD; pooled data 
from five independent experiments. *p<0.05, **p<0.01 AML patient versus 
Healthy controls (Student’s t-test). 
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Figure 2: miR-16 expression level is stable in both healthy controls and AML 
patients. MiR-16 expression levels were assessed by qRT-PCR and normalized 

by cel-miR-39. Shown are the relative levels (mean ± S.D.) of five independent 
experiments performed on all participants, each done in triplicate. 

 



Immunology and Cancer Biology 

13                                                                                www.videleaf.com 

 
 
Figure 3: Relative plasma miR-150 and miR-342 expression levels normalized 
by cel-miR-39 and hsa-miR-16. MiR-150 (A, B) and miR-342 (C, D) 
expression levels were assessed by qRT-PCR and normalized by cel-miR-39 
and hsa-miR-16 respectively in healthy controls and Acute Myeloid Leukemia 
patients. Shown are the relative levels (mean ± S.D.) of five independent 

experiments performed on all participants, each done in triplicate. Statistical 
significance was determined by Student’s t test and is denoted as follows: ** p 
< 0.01 versus healthy donors. 

 

The plasma expression level of let-7d, miR-150, miR-339, and 
miR-342 was down-regulated whilst that of let-7b, and miR-523 

was up-regulated in the AML group compared to healthy 

controls (Figure 1). To confirm that the assay is reproducible, we 
also analyzed expression levels in the plasma (second sampling) 

collected 1 h after the first sampling of the plasma of three AML 

patients. No significant difference in the levels of the above 

mentioned microRNAs was found between the first sampling 
and the second sampling, which suggests that the assay is 

reproducible (Figure 4). 
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Figure 4: miR-150 and miR-342 expression levels do not vary between the 
first and second sampling. Plasma miR-150 and miR-342 expression levels in 
the first sampling and second sampling were assessed by qRT-PCR. The 
expression level of these two microRNAs was normalized to miR-16. Shown 

are the relative levels (mean ± S.D.) of five independent experiments 
performed on all participants, each done in triplicate. 

 

Diagnostic Accuracy of Plasma miR-150 and miR-342 

in AML  
 
The ROC curve analysis was used to analyze the diagnostic 

accuracy of plasma miR-150 and miR-342. ROC curve analyses 

revealed that both plasma miR-150 and miR-342 could serve as 
valuable biomarkers for differentiating AML from controls with 

an AUC (the areas under the ROC curve) of 0.835 (95% CI: 

0.7119– 0.9581; P<0.0001) and 0.8125 (95% CI: 0.6796–0.9454; 
P=0.0005), respectively (Figures 5A and5B). 

https://translational-medicine.biomedcentral.com/articles/10.1186/1479-5876-11-31/figures/4
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Figure 5: Receiver operating characteristics (ROC) curve analysis using 

plasma miR-150 and miR-342 for discriminating AML patients. Plasma miR-
150 yielded an AUC (the areas under the ROC curve) of 0.835 (95% CI: 
0.7119– 0.9581; P<0.0001) with 80% sensitivity and 70% specificity in 
discriminating AML (A), and plasma miR-342 yielded AUC of 0.8125 (95% 
CI: 0.6796–0.9454; P=0.0005) with 70% sensitivity and 85% specificity (B) in 
discriminating AML. Elevated ROC analysis revealed an elevated AUC of 
0.860 (95% CI: 0.7819–0.94; P<0.0001) with 73% sensitivity and 78% 
specificity in discriminating AML (C). 

 
At the cut-off value less than 2.79 for miR-150, the sensitivity 

and the specificity were 80% and 70%, respectively. At the cut-

off value less than 1.146 for miR-342, the sensitivity and the 
specificity were 70% and 85%, respectively. Combination ROC 

analyses resulted in an increased AUC of 0.86 (95% CI: 0.7819–

0.94; P<0.0001) with 73.0% sensitivity and 78% specificity 
indicating the additive effect in the diagnostic value of these 2 

miRNAs (Figure 5C). 

 

MiR-150 and miR-342 in CR AML Patients showed an 

Expression Level Similar to that of Healthy Controls  
 
ROC curve analyses revealed that plasma miR-150 and miR-342 

could serve as valuable biomarkers for differentiating AML from 

controls. Thus, in order to confirm that, we assessed the 
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expression level of these two microRNAs in CR AML patients, 

compared to AML patients at diagnosis and healthy controls, 
using qRT-PCR. Results showed that the plasma expression 

level of miR-150 and miR-342 was similar to that of healthy 

controls while it was still upregulated compared to AML patients 

at diagnosis (Figure 6) thus making these two microRNAs as 
additional novel biomarkers for AML. 

 

 
 

Figure 6: miR-150 and miR-342 expression levels in Remission AML patients 
resembles that of healthy controls. Plasma miR-150 and miR-342 expression 
levels in remission AML patients and healthy controls were assessed by qRT-
PCR. The expression level of these two microRNAs was normalized to miR-
16. Shown are the relative levels (mean ± S.D.) of five independent 
experiments performed on all controls, each done in triplicate. Statistical 

significance was determined by Student’s t test and is denoted as follows: ** p 
< 0.01 versus healthy donors. 
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Discussion  
 
In this study, we identified several microRNAs in the plasma of 
AML patients at diagnosis that were differentially expressed 

compared to healthy controls. Among these miRs, two were 

upregulated (Let-7b, miR-523) and four were downregulated 

(let-7d, miR-150, miR-339, and miR-342). Importantly, the 
expression level of these microRNAs didn’t show any significant 

difference between the male and female donors implicated in this 

study as revealed by student’s t- test statistical analysis. The 
latter was performed based on the Kolmogorov-Smirnov and 

Shapiro-Wilk normality analysis tests. Among these 

microRNAs, miR-150, and miR-342 were very significantly 
downregulated in the plasma of AML patients as confirmed 

using ROC curve analysis (AUC of 0.835 and 0.8125) that 

revealed that miR-150, and miR-342 were promising candidate 

biomarkers for AML at diagnosis (Figure 7). These data suggest 
that microRNA expression signature in plasma can serve as a 

valuable diagnostic and potential prognostic marker for human 

AML. In that respect, the rebound in CR AML patients of miR-
150 and miR-342 at the healthy controls’ levels is of particular 

significance in the perspective of their use as diagnostic and 

prognostic factors.  
 

Recent studies have revealed that miRNAs are potential 

diagnostic biomarkers and prognostic factors in cancers [34,35]. 

Mitchell et al.[23] were the first to identify the presence of 
circulating tumor-associated miRNAs in plasma and to show that 

circulating microRNAs may have an important value for cancer 

diagnosis. Another group [24] also determined that circulating 
miRNA profiles in patients with lung cancer, colorectal cancer 

(CRC), and diabetes had a prognostic significance. Although the 

clinical significance of these observations has not been 

elucidated in detail, those findings demonstrated that circulating 
miRNAs could be non-invasive diagnostic or prognostic markers 

for cancer and in this case for AML. A recent study [35] showed 

that miR-150 was downregulated in sepsis, both in granulocytes 
and monocytes and inversely correlated with the severity of the 

disease. Interestingly, plasma levels of tumor necrosis factor 

alpha, interleukin-10, and interleukin-18, which all have a 
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complementary sequence to miR-150, were negatively correlated 

with the plasma levels of miR-150. This could impact on the 
immune system response to leukemia. On the other hand, an 

important report [36] related to miR-342 demonstrated the 

importance of its decreased plasma level in breast cancer, 

particularly in resistance to certain agents. 
 

 
 

Figure 7: AML is a clonal disorder occurring in hematopoietic stem cells 
specifically the myeloblasts. Myeloblasts are immature precursor cells that are 
capable of differentiating into healthy monocytes or granulocytes. However in 
AML, these cells do not differentiate, but grow and multiply uncontrollably 
resulting in their accumulation in the bone marrow and peripheral blood 
(≥20%). Accordingly, the plasma of AML patients will have circulating 
leukemia cells and most importantly, a decreased expression in two novel 
potential biomarkers: miR-150 and miR-342, whose combination have a very 

important diagnostic value that enables the identification of AML with high 
sensitivity and specificity. 

 

From a technical point of view, normalization is a key step for 
the accurate quantification of RNA levels with qRT-PCR. In our 

study, miR-16 was used as an internal control for plasma 

miRNA quantification as is the case of other studies carried out 
on different tumors, including CRC [25] breast cancer [37] 

ovarian cancer [38] where miR-16 was present in plasma/serum 

at similar levels across normal controls and patients. In addition 
to the normalization of qRT-PCR data, appropriate control is 
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also a key issue for diagnostic studies. It is therefore crucial to 

ensure that the control group is free of any disease, even benign, 
which is the case in this study. Larger sample size may also be 

helpful to eliminate potential sampling error. 

 

Exosomes are small (50–90 nm) membrane vesicles of endocytic 
origin that are released into the extracellular environment on 

fusion of multivesicular bodies (MVB) with the plasma 

membrane [39]. Many cells including reticulocytes [40], 
dendritic cells [41], B cells [42], T cells [43], mast cells [44], 

epithelial cells [45] and tumor cells [46] have the capacity to 

release exosomes. Exosomes’ content, notably microRNAs 
known to exist in a form that is resistant to plasmatic RNase 

activity [23], can be delivered to another cell and function in a 

new location [47]. These studies suggest that microRNAs are 

packaged inside exosomes that are secreted from cells. Thus, it 
might be possible that cancer cells specifically take in the 

exosome that contains miR-150 and miR-342 and as a result, 

miR-150 and miR-342 decrease in the plasma. 
 

In the study quoted above [35], the authors determined that the 

level of miR-150 was independent from the number of white 
blood cells (WBC), but decreased both in these normal WBCs 

and in the plasma. However, the mechanism was not elucidated. 

Thus, an alternative explanation could be that leukemic process 

creates a decrease in the normal WBC compartment and 
consequently in the plasma. This is of course purely speculative, 

and further experiments should address the mechanisms 

involved. 
 

In summary, we have shown that the expression level of miR-

150 and miR-342 in plasma is associated with diagnosis of AML 

in human. Present knowledge does not involve circulating miR-
150 and miR-342 as references in other human cancers [48,49]. 

 

Conclusions  
 
In our study, we identified 8 miRNAs differentially expressed 

between plasma of AML patients and healthy controls by TLDA. 

Among those eight microRNAs, seven were confimed by qRT-
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PCR; let-7b and miR-523 were upregulated whilst others were 

downregulated including the two highly significant microRNAs, 
miR-150, and miR-342. Combination of these miRs has 

diagnostic value enabling identification of AML with the 

sensitivity of 73%, specificity 78% and AUC = 0.86. The 

diagnostic value of these two microRNAs was confirmed where 
the expression level of these two microRNAs in AML patients at 

remission resembled that of healthy controls. Thus, we believe, 

that circulating miR-150 and −342 in plamsa are novel 
biomarkers in AML. 
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Abstract  
 

Background: Recently, regulatory T (Treg) cells have gained 
interest in the fields of immunopathology, transplantation and 

oncoimmunology. Here, we investigated the microRNA 

expression profile of human natural CD8
+
CD25

+
 Treg cells and 

the impact of microRNAs on molecules associated with immune 
regulation. 

 

Methods: We purified human natural CD8
+
 Treg cells and 

assessed the expression of FOXP3 and CTLA-4 by flow 

cytometry. We have also tested the ex vivo suppressive capacity 

of these cells in mixed leukocyte reactions. Using TaqMan low-

density arrays and microRNA qPCR for validation, we could 
identify a microRNA ‘signature’ for CD8

+
CD25

+
FOXP3

+
CTLA-

4
+
 natural Treg cells. We used the ‘TargetScan’ and ‘miRBase’ 

bioinformatics programs to identify potential target sites for 
these microRNAs in the 3′-UTR of important Treg cell-

associated genes. 

 
Results: The human CD8

+
CD25

+
 natural Treg cell microRNA 

signature includes 10 differentially expressed microRNAs. We 

demonstrated an impact of this signature on Treg cell biology by 

showing specific regulation of FOXP3, CTLA-4 and GARP gene 
expression by microRNA using site-directed mutagenesis and a 

dual-luciferase reporter assay. Furthermore, we used microRNA 

transduction experiments to demonstrate that these microRNAs 
impacted their target genes in human primary Treg cells ex vivo. 

 

Conclusions: We are examining the biological relevance of this 
‘signature’ by studying its impact on other important Treg cell-

associated genes. These efforts could result in a better 

understanding of the regulation of Treg cell function and might 

reveal new targets for immunotherapy in immune disorders and 
cancer. 

 

Background  
 
Regulatory T (Treg) cells are specialized subsets of T cells that 

modulate the immune system to avert unwanted immune 
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responses, maintain immunological self-tolerance and 

homeostasis, dampen inflammatory responses, and limit tissue 
damage. Treg cells can be divided into natural and adaptive Treg 

cells. Natural Treg cells develop in the thymus and express both 

CD25 and FOXP3. Adaptive Treg cells develop in the periphery 

following antigenic (by self- or foreign-antigen) stimulation in 
the presence of specific immunomodulatory molecules. 

Moreover, Treg cells can also be divided into two classes, CD4
+
 

and CD8
+
 Treg cells [1]. 

 

CD8
+
 T cells play a major role as adaptive effectors in several 

immunopathological conditions, such as autoimmune disease [2-
6], transplantation [7,8], host defense and cancer [8,9]. Despite 

the long-held notion that CD8
+
 T cells could mediate 

suppression, most reports have focused on the regulatory 

properties of CD4
+
 T cell subsets and only a few studies have 

characterized CD8
+
 T cell-mediated immune regulation. The 

main reason for the relative neglect of CD8
+
 Treg cells by 

researchers is the absence of markers that allow their 
identification. Recently, several subsets of CD8

+
 Treg cells have 

been identified based on the expression of CD25, CD56 [10], 

FOXP3, CXCR3, LAG-3, CD103, CD122 and/or HLA-G, as 
well as the absence of CD28 expression. These diverse 

subpopulations of CD8
+
 Treg cells have different mechanisms of 

suppression and play roles in cancer, infection, transplantation 

and autoimmunity [11-25]. Natural CD8
+
 Treg cells include 

CD8
+
CD25

+
 T cells, which share functional and phenotypic 

similarities with CD4
+
CD25

+
 Treg cells, such as CTLA-4, GITR 

and intracellular Foxp3 expression. CD8
+
CD25

+
 Treg cells can 

suppress CD4
+
CD25

−
 T cells in a membrane-bound TGFβ and 

CTLA-4-mediated contact-dependent manner that induces IL-

2Rα downregulation on target T cells [19]. They can also act by 

producing immunosuppressive cytokines, such as TGF-β and IL-
10 [26], or by inactivating dendritic cells [21]. Moreover, 

naturally occurring human CD8
+
CXCR3

+
 T cells have been 

shown to secrete IL-10 and suppress IFN-γ production, in a 
manner similar to murine CD8

+
CD122

+
 Treg cells [27]. 

 

FOXP3 has emerged as a marker for T cells with regulatory 
activity. Deletion or mutation of FOXP3 is associated with the 



Immunology and Cancer Biology 

5                                                                                www.videleaf.com 

lymphoproliferative disorder that occurs in scurfy mice and 

immunodysregulation, polyendocrinopathy, enteropathy, X-
linked (IPEX) syndrome in humans [28-30]. As a ‘master 

transcription factor’, FOXP3 is a critical regulator of 

CD4
+
CD25

+
 Treg cell development and function, and appears to 

be the best marker to identify natural CD4
+
 Treg cells [31,32]. 

However, despite being the most specific marker of Treg cells, 

together with elevated expression of the high-affinity IL-2 

receptor-α chain (CD25), FOXP3 cannot be used to isolate 
viable Treg cells because of its intracellular expression. 

 

Although we still lack specific markers, many cell-surface 
molecules have been reported to characterize human Treg cells, 

such as expression of glucocorticoid-induced tumor necrosis 

factor receptor (GITR), CD62 ligand (CD62L), OX40 (CD134), 

cytotoxic T-lymphocyte antigen-4 (CTLA-4), and low 
expression of IL-7 receptor (CD127) [33-35] and glycoprotein A 

repetitions predominant (GARP) [36]. CTLA-4 is known to be a 

critical regulator of immune responses by reducing T cell 
activation and proliferation. CD4

+
 Treg cells are known to 

constitutively express CTLA-4 [33]. Polymorphisms in CTLA-4 

have been associated with several autoimmune diseases, 
including systemic lupus erythematosus and insulin-dependent 

diabetes mellitus; a general susceptibility to autoimmune 

diseases has also been described for CTLA-4 polymorphisms 

[37-39], emphasizing its pivotal role in immune tolerance. 
 

GARP appears to be a crucial membrane-anchored receptor for 

latent TGF-β on the Treg cell surface [40,41]. GARP expression 
has been shown to identify selectively activated human FOXP3

+
 

Treg cells and to play a role in Treg cell-mediated 

immunosuppression [36]. 

 
The microRNAs (miRNAs) are an abundant class of 

evolutionarily conserved small non-coding RNAs that regulate 

gene expression post-transcriptionally by affecting the 
degradation and translation of target mRNA transcripts. The 

biogenesis of miRNAs involves several processing steps that 

have mostly been defined in cell-based and biochemical studies. 
Primary miRNA transcripts are first processed into precursor 
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microRNA (pre-miRNA) by the nuclear RNase III enzyme 

Drosha [42-45]. These pre-miRNAs are then actively transported 
by Exportin-5 to the cytoplasm, where they are further processed 

by the cytoplasmic RNase III enzyme Dicer [46-48]. The 

functional miRNA strand is then selectively loaded into the 

RNA-induced silencing complex (RISC) [49,50]. Mature 
miRNAs then guide the RISC to cognate target genes, and target 

gene expression is repressed by either destabilizing the target 

mRNAs or repressing their translation. To date, a rapidly 
growing number of miRNAs have been identified in mammalian 

cells and shown to be involved in a range of physiological 

responses, including development, differentiation and 
homeostasis [51-53]. 

 

Recent publications have provided compelling evidence that 

miRNAs are highly expressed in Treg cells, and that the 
expression of Foxp3 is controlled by miRNAs. Among miRNAs, 

miR-21, −24, −31, −95, −210 [51] and −155 [54] affect Foxp3 

expression, and miR-155 is an important regulator of 
lymphocyte function and homeostasis. Other studies have shown 

that miRNAs are involved in the regulation of T cell function. 

For example, miR-142-3p can regulate GARP expression in 
CD4

+
CD25

+
 T cells [55]. Huang et al. showed an indirect effect 

of miR-142-3p on FOXP3 expression by targeting AC9 mRNA 

[56]. Moreover, miR-17-92 has been implicated in the regulation 

of IL-10 secretion by regulatory T cells [57]. Many studies have 
reported links between alterations in miRNA homeostasis and 

pathological conditions, such as cancer, cardiovascular disease, 

diabetes, psychiatric disorders and neurological diseases [58]. 
 

Here, we investigated the miRNA expression profile of human 

natural CD8
+
CD25

+
 Treg cells and its potential impact on Treg 

cell-associated functional molecules. We focused on a subset of 
CD8

+
 Treg cells in human cord blood, which contains a distinct 

population of CD8
+
CD25

+
 Treg cells that are less heterogeneous 

than in adult peripheral blood. Cord blood is useful for studies 
aimed at understanding human natural Treg cells because, in 

contrast to adult blood, they are less contaminated by activated T 

cells that express CD25 and lack regulatory function [59]. 
Therefore, we investigated the miRNA expression profile of 



Immunology and Cancer Biology 

7                                                                                www.videleaf.com 

these natural CD8
+
CD25

+
 Treg cells and compared it with that of 

CD8
+
CD25

−
 T cells. Additionally, we focused our study on 

genes that have been reported in the literature to be associated 

with human Treg cell biology. Interestingly, we found that some 

miRNAs have direct effects on FOXP3 and CTLA-4 expression, 

molecules that regulate Treg cell development and function, and 
also on GARP expression. 

 

Materials and Methods  
Collection and Preparation of Cord Blood Samples  
 
After approval by local and academic ethic committees and 

informed consent, umbilical cord blood mononuclear cells 

(UCBMC) were isolated from the umbilical vein blood from 
normal full-term deliveries placenta. UCBMC were isolated by 

appropriate centrifugation over a lymphocyte separation medium 

(PAA laboratories). The study was approved by the Institut Jules 

Bordet scientific, and ethic committees and by the committees of 
Université Libre de Bruxelles. 

 

Isolation of T-Cell Populations  
 

Cord blood CD8
+
 lymphocytes were purified using CD8

+
 T cell 

isolation kit (Miltenyi Biotec, Bergisch Gladbach, Germany) 
according to the manufacturer protocol. Briefly, UCBMC were 

first incubated in PBS supplemented with 2% heat-inactivated 

fetal bovine serum and saturating amounts of biotin-conjugated 
antibody cocktail (anti- CD4, CD15, CD16, CD19, CD36, CD56, 

CD123, TCR-γ/δ and anti-Glycophorin A). Leucocytes were 

then incubated with anti-biotin microbeads and CD8
+
 T cells 

were purified using magnetic separation columns (Miltenyi 

Biotec). The negatively selected cells were incubated with anti-

CD25 micro-beads, and then CD25
+
 and CD25

−
 cells were 

purified from CD8
+
 T lymphocyte fraction using magnetic 

columns (Miltenyi Biotec). 

 

FOXP3 Intracellular Staining and Flow Cytometry  
 

FOXP3 intracellular staining was performed using anti-human 
FOXP3-PE detection Kit (BD Biosciences) following the 
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manufacturer's instructions. Anti-CD3-PerCP, anti-CD8-APC, 

anti-CTLA-4-PE (BD Biosciences), anti-CD25-PE (Miltenyi 
Biotec) were used to assess cell phenotype and purity. 

Corresponding isotype controls served as controls. Flow 

cytometry analysis was performed on a FACSCalibur machine 

with Cell Quest software (Becton-Dickinson Biosciences). 

 

Treg Suppressive Capacity Assessment in Mixed 

Leukocyte Reaction Assays  
 

Treg suppressive capacity toward proliferation of activated 
allogeneic carboxyfluorescein succinimidyl ester (CFSE)-labeled 

T lymphocytes was assessed by flow cytometry analysis after 

5 days of co-culture experiments. Briefly, cord blood and healthy 
adult blood samples were collected after informed consent had 

been obtained. T lymphocytes were immunomagnetically 

purified from healthy donor’s peripheral blood mononuclear 

cells by positive selection using anti-human CD3 microbeads 
(Miltenyi Biotec) according to the manufacturer's instructions. 

These T lymphocytes were then labeled by CFDA-SE 

(CellTrace-CFSE cell proliferation kit, Invitrogen) by using 
10 mM CFDA-SE dye to stain 10

7
 cells. 

 

CD8
+
CD25

+
 Tregs were isolated from cord blood mononuclear 

cells as described above. The purity of the selected cells was 

always above 96%, as determined by flow cytometry analysis. 

 

Mixed leukocyte reactions (MLR) were performed by culturing 
irradiated allogeneic peripheral blood mononuclear cells, as 

stimulating cells (2 × 10
5
), to activate CFSE-labeled allogeneic T 

lymphocytes responder cells (2 × 10
5
), in a 48-well plate (control 

MLR). 

 

CD8
+
CD25

+
 nTregs or CD8

+
CD25

−
 T cells were added to MLRs 

at a 1:1:1 ratio before culture in RPMI with 10% 
decomplemented FBS (both from Lonza Europe, Verviers, 

Belgium). After 5 days of co-culture, CFSE fluorescence dilution 

was measured by flow cytometry, gating on CFSE positive cells. 
Samples were run on a FACSCalibur (BD Biosciences) and 
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analyzed using Kaluza® Flow Cytometry Analysis software 

(Beckman Coulter Inc.). 
 

RNA Extraction, RT and Real-Time PCR 

Quantification  
 

Total RNA was extracted from cells using Trizol® total RNA 

isolation reagent (Invitrogen, Life Technologies, Belgium). The 
concentration was quantified using a NanoDrop 

Spectrophotometer. TaqMan microRNA assays (Applied 

Biosystems) were used to quantify mature microRNA (miR) 
expression. RNU44 (Applied Biosystems) was used as 

endogenous control for miR expression studies. 

 
Thus, gene-specific RT was performed for each miR using 10 ng 

of purified total RNA, 100 mM dNTP, 50 U MutliScribe reverse 

transcriptase, 20 U RNase inhibitor, and 50 nM of gene-specific 

RT primer samples using the TaqMan MicroRNA Reverse 
Transcription kit (Applied Biosystems). Fifteen microliter 

reactions were incubated for 30 min at 16°C, 30 min at 42°C, 

and 5 min at 85°C to inactivate the reverse transcriptase. Real-
time RT-PCR (5 μL of RT product, 10 μL TaqMan 2× Universal 

PCR master Mix, (Applied Biosystems) and 1 μL TaqMan 

MicroRNA Assay Mix containing PCR primers and TaqMan 
probes) were run in triplicates at 95°C for 10 min followed by 

40 cycles at 95°C for 15 s and 60°C for 1 min. 

 

Quantitative miR expression data were acquired and analyzed 
using an ABI Prism 7900HT Sequence Detection System 

(Applied Biosystems). 

 

TLDA and Individual Quantitative PCR Validation  
 
The TaqMan Low Density Array (TLDA, Applied Biosystems) 

technique allowed us to measure the expression of 384 miRs, in 

order to compare the miR expression profile of purified nTregs 

with their CD25
−
 counterpart T cells originating from five 

different cord bloods. cDNA was synthesized from 100 ng of 

total cellular RNA by First Strand cDNA Synthesis System using 

100 mM dNTP, 50 U MutliScribe reverse transcriptase, 20 U 
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RNase inhibitor, 10× RT buffer, and Multiplex RT human 

primer. Ten microliter reactions were incubated for 30 min at 
16°C, 30 min at 42°C, 5 min at 85°C to inactivate the reverse 

transcriptase. 

 

Five microliter cDNA were mixed with 307 μL nuclease free 
water and 50 μL of this diluted cDNA were mixed with 50 μL of 

TaqMan Universal PCR Master Mix (Applied Biosystems). 

After that, 100 μL of the sample-specific PCR mixture was 
loaded into one sample port, the cards were centrifuged twice for 

1 min at 280 g and sealed to prevent well-to-well contamination. 

The cards were placed in the Micro Fluidic Card Sample Block 
of an ABI Prism 7900 HT Sequence Detection System (Applied 

Biosystems). The thermal cycling conditions were 2 min at 50°C 

and 10 min at 95°C, followed by 40 cycles of 15 s at 95°C and 

1 min at 60°C. 
 

In each sample, average cycle threshold (Ct) values for the target 

genes were subtracted from the average Ct value of the reference 
gene to yield the ΔCt value. 2-ΔCt values were calculated to 

indicate the relative amount of transcripts in each sample. 

 
For each miR that was found differentially expressed, a 

validation by individual quantitative PCR was performed, and 

we retained only the miR concordant with the two techniques. 

 

Real-Time PCR  
 
Real-time PCR quantitative mRNA analyses were performed on 

the ABI Prism 7000 sequence detection system using the SYBR 

Green fluorescence quantification system (Applied Biosystems, 

Warrington, UK). The standard PCR conditions were 95°C for 
10 min, 40 cycles for 1 min at 94°C, 56°C (1 min), and 72°C 

(2 min), followed by the standard denaturation curve. The 

sequences of human primers were designed in Primer3 Input 
software (version 0.4.0) and the primers were designed as 

follows (Invitrogen): 
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β-actin, 

 

sense: TGACAAAACCTAACTTGCGC, 

 
antisense: ATAAAGCCATGCCAATCTCA. 

 

IL-10, 
 

sense: AGATCT-CCGAGATGCCTTCA, 

 
antisense: CCGTGGAGCAGGTGAAGAAT  

 

TGF-β, 

 
sense: GTGGAAACCCACAACGAAA, 

 

antisense: TAAGGCGAAAGCCCTCAAT 
 

Foxp3, 

 
sense: GAGAAGCTGAGTGCCATGCA, 

 

antisense: GGTCAGTGCCATTTTCCCAG 

 
CTLA-4, 

 

sense: ATCGCCAGCTTTGTGTGTGA, 
 

antisense: GACCTCAGTGGCTTTGCCTG 

 

FOXO1, 
 

sense: GCAGATCTACGAGTGGATGGT, 

 
antisense: AAACTGTGATCCAGGGCTGTC 

 

HELIOS, 
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sense: TCACAACTATCTCCAGAATGTCA, 

 
antisense: AGGCGGTACATGGTGACTCAT 

 

ICOS, 

 
sense: CCATAGGATGTGCAGCCTTTG, 

 

antisense: GGTCGTGCACACTGGATGAA 
 

CD28, 

 
sense: ATGCTCAGGCTGCTCCTGGCTCTC, 

 

antisense: CAGCCGGCCGGCTTCTGGATAG 

 
GARP, 

 

sense: CCCTGTAAGATGGTGGACAAGAA, 
 

antisense: CAGATAGATCAAGGGTCTCAGTGTCT 

 
CCR4, 

 

sense: GTGGTTCTGGTCCTGTTCAAATAC, 

 
antisense: CGTGGAGTTGAGAGAGTACTTGGTT 

 

IL2RA, 
 

sense: AATGCAGCCAGTGGACCAA, 

 

antisense: TGATAAATTCTCTCTGTGGCTTCATTT 
 

The SYBR Green PCR master mix (Applied Biosystems), 0.1–

0.2 μg/μl specific primers and 2.5 ng cDNA, was used in each 
reaction. Threshold for positivity of real-time PCR was 

determined based on negative controls. Calculations to determine 

the relative level of gene expression were made according to the 
instructions from the user’s bulletin (P/N 4303859) of Applied 
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Biosystems by reference to the β-actin in each sample, using the 

cycle threshold (Ct) method. Negative controls without RNA and 
without RT were also performed. Results show one experiment 

representative of three. 

 

Cell Line Culture  
 

The 293 T and HeLa cell lines were cultured in DMEM (Lonza, 
Verviers, Belgium) supplemented with 10% heat inactivated 

fetal bovine serum (Invitrogen Europe, Paisley, UK), 2 mM l-

glutamine, 50 IU/mL Penicillin and 50 μg/mL Streptomycin (all 

from Lonza). 

 

Plasmid Construction  
 

A 249-bp fragment of FOXP3 3′-UTR encompassing the miR-

335 potential target site and a 300-bp fragment of CTLA-4 

encompassing the miR-9 and miR-155 potential target sites were 
cloned downstream of the Renilla luciferase gene (Eco RI/Xho I 

sites) in the psiCHECK-1 plasmid (Promega, Mannheim, 

Germany) and designated as psiCHECK 3′-UTR WT. PCR 
primers used for amplification of the FOXP3 and CTLA-4 3′-

UTR were as follows (5′ to 3′): 

 
FOXP3 primers: 

 

GCGCCTCGAGTCACCTGTGTATCTCACGCATA (forward) 

 
GCGCGAATTCGAGCTCGGCTGCAGTTTATT (reverse) 

 

CTLA-4 primers: 
 

GCGCCTCGAGAGGAGCTCAGGACACTAATA (forward) 

 

GCGCGAATTCAATTGGGCCCATCGAACT (reverse) 
 

QuikChange site-directed mutagenesis (deletion) of miR-9, miR-

24, miR-155 and miR-335 target sites in psiCHECK 3′-UTR WT 
was performed according to manufacturer's protocols 

(Stratagene, La Jolla, CA) and designated as psiCHECK-
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UTRdel. QuikChange site-directed mutagenesis were performed 

using the following primers (5′ to 3′): 
 

FOXP3 (miR-335 site deleted 3′UTR): 

 

GCCCCCCAGTGGGTGTCCCGTGCAG (forward) 
 

CTGCACGGGACACCCACTGGGGGGC (reverse) 

 
CTLA-4 (miR-9 site deleted 3′UTR): 

 

GGGAATGGCACAGCAGGAAAAGGG (forward) 
 

CCCTGCCTTTTCCTGCTGTGCCATTCCC (reverse) 

 

CTLA-4 (miR-155 site deleted 3′UTR), 
 

GGGATTAATATGGGGATGCTGATGTGGGTCAAGG 

(forward) 
 

CCTTGACCCACATCAGCATCCCCATATTAATCCC 

(reverse) 
 

GARP 3′UTR 2070-bp encompassing the miR-24 and −335 

potential target sites were cloned downstream the Firefly 

luciferase gene (AsiSI/Xho1 sites) in the pEZX-MT01 plasmid 
(Labomics, Nivelles, Belgium) and designed as pEZX-MT01 3′-

UTR WT. PCR primers used for amplification of the FOXP3 and 

CTLA-4 3′-UTR were as follows (5′ to 3′): 
 

GARP primers: 

 

CTCGAGAGAAGCCGGGAGAC (forward) 
 

CCGCGGACATTCAGGTAGG (reverse) 

 
QuikChange site-directed mutagenesis were performed using the 

following primers (5′ to 3′): 

 
GARP (miR-24 site deleted 3′UTR), 
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GCCCCACCTTGGCTGCAGGAGCTAAAACC (forward) 
GGTTTTAGCTCCTGCAGCCAAGGTGGGGC (reverse) 

 

GARP (miR-335 3′UTR site deleted), 

 
GGGTTCTCCTGTTCTCTCTGTCATTCTCTCATTCCC 

(forward) 

 
GGGAATGAGAGAATGACAGAGAGAACAGGAGAACCC 

(reverse) 

 
The constructs were verified by sequencing (GATC Biotech, 

Konstanz, Germany). 

 

Luciferase Assays  
 

Luciferase assays were conducted in a 24-well format. Reporter 
plasmids (psiCHECK, psiCHECK 3′-UTR WT, psiCHECK 3′-

UTR deleted, pEZX-MT01, pEZX-MT01 3′-UTR GARP WT, 

pEZX-MT01 GARP 3′-UTR deleted) (100 ng) were co-
transfected in HEK293T and HeLa cells along with miR-9, miR-

24, miR-155, and miR-335-mimic/miR-negative control-mimic 

at a final concentration of 10 μM (mirVana miRNA mimic, Life 
Technologies, Gent, Belgium) and control firefly plasmid pGL3-

CMV for the psiCHECK vectors only (100 ng) using 

Lipofectamine 2000 (Invitrogen) according to the manufacturer's 

guidelines. Before proceeding to the transfection assays, the cell 
lines were assessed for expression of the miR of interest using 

quantitative RT-PCR, as described below. 24 h post-transfection, 

cells were harvested, and luciferase levels were measured using 
the Dual-Luciferase reporter assay system (Promega Benelux 

BV, Leiden, The Netherlands) according to the manufacturer's 

guidelines. Relative protein levels were expressed as 

Renilla/firefly luciferase ratios. Relative protein levels were 
expressed as Renilla/firefly luciferase ratios in case of co-

transfections with psiCHECK and PGL3-CMV vectors and 

firefly/Renilla for transfections with pEZX-MT01 vectors. 
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Lentiviral Vector Production  
 

VSV-G pseudotyped lentiviral particles were generated by 

polyethyleneimine (Sigma) co-transfection of HEK293T cells 
with three plasmids, pMIRNA, pCMVΔR8.91, and pMD.G [60]. 

 

pCMVΔR8.91 is an HIV-derived packaging construct that 
encodes the HIV-1 Gag and Pol precursors as well as the 

regulatory proteins Tat and Rev [61]. VSV-G was expressed 

from pMD.G [62]. pMIRNA, provided by System Biosciences, 
is a lentivirus-based vector in which a microRNA precursor 

molecule has been cloned downstream of the CMV promoter and 

contains copGFP as a reporter gene. 24 h after transient 

transfection of HEK293T cells, viral supernatants were 
collected, filtered through 0.45-μm low protein-binding filters 

(Nalgene, Rochester, NY), and concentrated as described 

previously [63]. The viral pellets were then resuspended in 1/100 
volume of PBS. Viral stocks were stored in aliquots at −80°C, 

and the titers were determined by transducing HeLa cells in a 

limiting dilution assay. Lentiviral vector preparations collected 
24 h post-transfection, and after concentration, displayed titers of 

10
8
–10

9
 transducing units/ml in HeLa cells. No replication-

competent virus was detected in the concentrated lentiviral 

stocks. A second production cycle was repeated after 24 h, 
routinely generating lentiviral vector preparations of 5 × 10

7
 to 

5 × 10
8
 transducing units/ml. 

 

Lentiviral Transduction  
 

Tregs were plated at a density of 10
6
 cells/well in 12-well tissue 

culture plates in 1 ml of RPMI 1640 supplemented with 10% 

heat-inactivated fetal bovine serum, 2 mM L-glutamine, 50 

units/ml penicillin, 50 μg/ml streptomycin (Lonza), in the 
presence of 5 μg/ml phytohemagglutinin (PHA-L, Sigma) and 20 

units/ml IL-2. 

 

24 h after Treg isolation, cells were exposed to lentiviral vector 
preparation at a multiplicity of infection of 5 in a volume of 

500 μl in the presence of 8 μg/ml polybrene (Sigma). GFP-
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positive cells were sorted by flow cytometry at day 7 after 

transduction. 

 
MiR-9, miR-24, miR-155 and miR-335 Detection by 

TaqMan Real-time PCR  
 

TaqMan miRNA assays (Applied Biosystems) used the stem 
loop method [64,65] to detect the expression level of mature 

miR-9, miR-24 miR-155 and miR-335. For RT reactions, 10 ng 

of total RNA was used in each reaction (15 μl) and mixed with 

the RT primer (3 μl). The RT reaction was carried out under the 
following conditions: 16°C for 30 min, 42°C for 30 min, 85°C 

for 5 min, and then holding at 4°C. After the RT reaction, the 

cDNA products were diluted at 5×, and 9 μl of the diluted cDNA 
was used for PCR along with the TaqMan microarray assay 

(1 μl) and PCR master mix (10 μl). The PCR was conducted at 

95°C for 10 min, followed by 40 cycles of 95°C for 15 s and 
60°C for 60 s in the ABI 7900 real-time PCR system. The real-

time PCR results were analyzed and expressed as relative 

miRNA expression of Ct value, which was then converted to -

fold changes. RT primer, PCR primers, and TaqMan probe for 
miR-9, miR-24, miR-155 and miR-335 were purchased from 

ABI. RNU48 was used for normalization. 

 

Quantitative PCR for FOXP3, CTLA-4 and GARP 

Expression  
 

Total RNA was extracted with Trizol reagent according to the 

manufacturer's guidelines (Invitrogen), and first-strand cDNAs 
were synthesized by reverse transcription (Superscript First-

strand Synthesis System for RT-PCR kit, Invitrogen) 

Quantitative mRNA expression was measured by real-time PCR 

with the PRISM 7900 sequence detection system (Applied 
Biosystems), and the TaqMan master mix kit; EF1-α mRNA was 

used as an internal control. Human TaqMan gene expression 

assay for FOXP3 (Hs01085834-m1), CTLA-4 (Hs03044418-m1), 
GARP (Hs0019436-m1) and EF1-α (Hs01024875-m1) were 

purchased from Applied Biosystems. The program used for 

amplification was as follows: 10 min at 95°C followed by 

40 cycles of 15 s at 95°C, 1 min at 60°C. 
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Statistical Analysis  

 
Data are presented as means ± SD of at least three independent 

experiments and analyzed using Student's t test. p values of 

<0.05 (*), <0.01 (**), and <0.001 (***) were considered 
significant. 

 

Results  
CD8

+
CD25

+
 Natural Treg Cells Express FOXP3 and 

CTLA-4  
 
CD8

+
CD25

+
 and CD8

+
CD25

−
 T cells were immunomagnetically 

purified from fresh human cord blood by negative selection of 

CD8
+
 T cells, followed by CD25-based positive selection 

(Miltenyi Biotec, Bergisch Gladbach, Germany). To confirm the 
purity of the separated cell fractions, CD8

+
CD25

+
 and 

CD8
+
CD25

−
 T cells were analyzed by flow cytometry. Purity 

was always >96%. CD8
+
 natural Treg cells expressed more 

intracellular FOXP3 and cell-surface CTLA-4 proteins compared 

with CD8
+
 CD25

−
 T cells (Figure 1). 

 

 
 

Figure 1: Purified human CD8 + CD25 + natural Tregs express FOXP3 and 
CTLA-4. Separated cell fractions, CD8+CD25+ and CD8+CD25− T cells, were 

analyzed by multicolor FACS using the following antibodies: anti-CD3 PerCP, 
anti-CD8-APC (BD biosciences) and anti-CD25-PE (Miltenyi Biotec) to assess 
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purity for each isolation. Intracellular FOXP3 and cell-surface CTLA-4 were 
assessed using human anti-FOXP3-PE detection kit and anti-CTLA-4-PE (BD 
biosciences). Flow cytometry was performed using a FACSCalibur applying 
CellQuest software (BD Biosciences). CD3 and CD8 purity was above 97% 
among isolated CD8+ T cells. CD8+CD25+ nTregs express FOXP3 and CTLA-

4 when compared to CD8+CD25− T cells. 

 

CD8
+
CD25

+
 Natural Treg Cells are Suppressive  

 

In vitro Treg cell suppression assays were performed to assess 
the functional impact of the isolated Treg cells on activated T 

cell proliferation. CD8
+
CD25

+
 natural Treg cells suppressed 

allogeneic mixed leukocyte reactions when measured at day 5, as 
indicated by CFSE dilution of CD3

+
 T cells. Our analysis 

(Figure 2) indicated that CD8
+
CD25

+
 natural Treg cells could 

inhibit allogeneic T cell proliferation. 

 

 
 

Figure 2: Functional assessment of CD8 + CD25 + nTreg cell suppressive 
capacity toward proliferation of allogeneically activated CFSE-labeled T 
lymphocytes. CFSE dilution analysis shows CD8+CD25+ nTreg-mediated 
suppression of allogeneic T cell proliferation in 5 days mixed leukocyte 
reaction (MLR) compared to control MLR and compared to MLR with 

CD8+CD25− non-Tregs. CFSE dilution histograms are shown for 1:1 
suppressor/responder cell ratio. Shown is one representative experiment out of 
four independent experiments performed. (A) CFSE-labeled allogeneic T cells 
alone at d0 before MLR. (B) Proliferation of CFSE-labeled allogeneic T cells 
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after 5 days of allo-MLR (control MLR). (C) Allo-MLR in presence of 
CD8+CD25− non-Treg cells, at day 5. (D) Allo-MLR in presence of 
CD8+CD25+ nTregs, at day 5. 

 

Assessment of Treg Cell-Related Gene Expression in 

CD8
+
CD25

+
 and CD8

+
CD25

−
 T Cells qPCR  

 
The mRNA transcript levels were analyzed by qPCR to compare 
CD8

+
CD25

+
 with CD8

+
CD25

−
 T cells using SYBR green 

detection. Importantly, we showed (Table 1) that IL-2RA, 

FOXP3, CTLA-4, CCR4, GARP, IL-10 and TGF-β were 
upregulated in CD8

+
CD25

+
 natural Treg cells compared with 

CD8
+
CD25

−
 T cells, whereas CD28, ICOS, FOXO1 and 

HELIOS were downregulated in CD8
+
CD25

+
 natural Treg cells 

compared with CD8
+
CD25

−
 T cells. 

 

https://translational-medicine.biomedcentral.com/articles/10.1186/s12967-014-0218-x#Tab1
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Table 1: Relative regulatory T cell-associated gene expression for CD8 + CD25 + /CD8 + CD25 − by individual qPCR (SYBR Green).  
 

Relative Treg-associated gene expression 

Gene IL2RA FOXP3 CTLA-4 CCR4 GARP IL10 TGF-B 

 
CD8 + CD25+/CD8 + CD25- 

 

 
65 ± 1,414 

 
11,5 ± 4,9 

 
3.19 ± 1,73 

 
13.43 ± 4,69 

 
13,66 ± 4,12 

 
4.86 ± 2,68 

 
4.57 ± 2,61 

 

Gene 
 

 

CD28 
 

ICOS 
 

FOXO1 
 

HELIOS 

   

 
CD8 + CD25+/CD8 + CD25- 

 
0,05 ± 0,019 

 
0,342 ± 0,125 

 
0,18 ± 0,078 

 
0,288 ± 0,13 

 

   

 
Gene mRNA levels were evaluated using quantitative RT-PCR of CD8+CD25+/CD8+CD25− T cells. Data represent the mean ± SD of five independent experiments, each done in triplicate. 

 
 



Immunology and Cancer Biology 

22                                                                                www.videleaf.com 

The CD8
+
CD25

+
 Natural Treg Cell microRNA 

Signature  
 

We first studied miRNAs from five independent CD8
+
CD25

+
 

natural Treg cell and CD8
+
CD25

−
 T cell samples using the 

TLDA technique. We could identify several miRNAs that were 

differentially expressed between CD8
+
CD25

+
 natural Treg cells 

and CD8
+
CD25

−
 T cells. Differentially expressed miRNAs were 

validated by real-time PCR (Figure 3). A Treg cell miRNA 

signature was identified that included 10 significantly 

differentially expressed miRNAs: miR-9, −24, −31, −155, −210, 
−335 and −449 were downregulated in CD8

+
 natural Treg cells, 

whereas miR-214, −205 and −509 were overexpressed. 

 

 
 

Figure 3: Differential expression of miR-24, −335, −155, −31, −210, −449, 
−509, −214, −205 and −9 between CD8 + CD25 + nTregs and CD8 + CD25 − T 
cells. Data obtained by qRT-PCR amplification of miRs are plotted. p values 
for each miRNA relative expression are presented. Boxes represent SE; and 
Error bars SD Pooled data from five independent experiments are shown. 
(*p < 0.05; **p < 0.01 CD8+CD25+ nTregs versus CD8+CD25− T cells 
(Student's t test). 

https://translational-medicine.biomedcentral.com/articles/10.1186/s12967-014-0218-x/figures/3
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Target Prediction for miR-9, −24, −155 and −335  
 

Computer-based programs were used to predict potential targets 

sites for the miRNAs that were associated with downregulation 

in the FOXP3 and CTLA-4 3′-UTRs. We searched miRBase [66] 
and TargetScan 4.2 [67]. We could identify putative miRNA 

target sites in the FOXP3 and CTLA-4 3′-UTRs by both 

programs—miR-335 in the FOXP3 3′-UTR and both miR-9 and 
−155 in the CTLA-4 3′-UTR. Furthermore, miR-31, −24, −210 

and −335 have target sites in the FOXP3 3′-UTR but not in the 

CTLA-4 3′-UTR, while miR-9 and −155 have target sites in the 

CTLA-4 3′-UTR but not in the FOXP3 3′-UTR [68,69]. 

 

FOXP3 is Directly Regulated by miR-335  
 

A 249-bp fragment of the 3′-UTR of FOXP3 containing the miR-

335 target sequence was cloned into a psiCHECK-1 vector 

downstream of the Renilla luciferase gene (psiCHECK-UTRwt). 
In parallel, in the same way we cloned this FOXP3 3′-UTR 

fragment with a deleted miR-335 target site (psiCHECK-

UTRdel). Transient transfections of psiCHECK-UTRwt or 
psiCHECK-UTRdel in HEK293T cells led to no significant 

change in reporter luciferase activity when compared with the 

psiCHECK control vector (Figure 4A). By contrast, co-
transfection of HEK293T cells with miR-335 and psiCHECK-

UTRwt led to a significant reduction (~47%) in relative reporter 

luciferase activity, and also for activity compared with the co-

transfection of HEK293 T cells with miR-Ctrl and psiCHECK-
UTRwt. 
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Figure 4: MicroRNA specific activities. (A) MiR-335 negatively regulates 
luciferase expression in a plasmid coupling its coding sequence with FOXP3 
3′UTR. Renilla luciferase reporter assays with constructs holding FOXP3 3′-
UTR sequences from the indicated genes were co-transfected into HEK293T 
cells along with a firefly luciferase transfection control plasmid either alone or 
together with miR-335. (B) MiR-9 and miR-155 negatively regulate luciferase 
expression in a plasmid coupling its coding sequence with CTLA-4 3′UTR. 

Renilla luciferase reporter assays with constructs holding CTLA-4 3′-UTR 
sequences, wild type or miR-site deleted, were co-transfected into HEK293T 
cells along with a firefly luciferase transfection control plasmid either alone or 
together with miR-9, −155. MiR-24 (C) and miR-335 (D) specifically targets 
GARP 3′UTR and negatively regulate luciferase reporter expression. Renilla 
and firefly luciferase reporter assays with constructs holding GARP 3′-UTR 
sequences, wild type or miR-site deleted, were co-transfected into HEK293T 
cells along with miR-24, −335. Relative luciferase values normalized to 

transfections without miRNA are shown. Data represent mean ± SD (error 
bars) of three independent experiments, each performed in triplicate. (*p < 
0.05; **, p < 0.01, Student's t test). 

 

Together, these results demonstrate a specific role for miR-335 
in the regulation of FOXP3 expression through direct binding to 

its target site. 

 

https://translational-medicine.biomedcentral.com/articles/10.1186/s12967-014-0218-x/figures/4


Immunology and Cancer Biology 

25                                                                                www.videleaf.com 

CTLA-4 is Directly Regulated by miR-9 and miR-155  
 

We next investigated whether CTLA-4 could be directly targeted 

by miR-9 and −155. We engineered luciferase reporter plasmids 

containing either the wild-type 3′-UTR of this gene (psiCHECK-
UTRwt) or a 3′-UTR with deleted miR-9 and −155 target sites 

(psiCHECK-UTRdel). We found that co-transfection of HEK293 

T cells with miR-9 and psiCHECK-UTRwt led to a reduction 
(~52%) in reporter luciferase activity compared with the co-

transfection of HEK293 T cells with miR-9 and psiCHECK-

UTRdel or the co-transfection of HEK293 T cells with miR-Ctrl 

and either psiCHECK-UTRwt or psiCHECK-UTRdel 
(Figure 4B). 

 

Similarly, the co-transfection of HEK293 T cells with miR-155 
and psiCHECK-UTRwt led to a significant reduction (~65%) in 

reporter luciferase activity, while there was no difference 

observed for the co-transfection of HEK293 T cells with miR-
155 and psiCHECK-UTRdel or for the co-transfection of miR-

Ctrl and either psiCHECK-UTRwt or psiCHECK-UTRdel. 

Moreover, the co-transfection of HEK293 T cells with 

psiCHECK-UTRwt and both miR-9 and −155 led to a reduction 
(~65%) in reporter luciferase activity, but this reduction was not 

greater than that achieved using miR-155 alone, suggesting that 

either miR-155 or −9 alone could achieve robust downregulation 
of CTLA-4. 

 

Altogether, these results demonstrate the roles of miR-9 and 
−155 in the regulation of CTLA-4 expression through direct and 

specific binding to their target sites. 

 

The GARP 3′-UTR is Directly Targeted by miR-24 and 

−335  
 
Analysis of reporter luciferase activity in HEK293 T cells co-

transfected with the GARP 3′-UTR, wild-type or miRNA site-

deleted, and either miR-24 (Figure 4C) or miR-335 (Figure 4D), 
showed a direct and specific targeting of the GARP 3′-UTR by 

these miRNAs, leading to reduced luciferase expression. 
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Lentiviral Expression of miR-335 in fresh Treg Cells 

Significantly Reduces FOXP3 Transcription  
 

To study the effect of over-expression of miR-335 in Treg cells, 
specifically on FOXP3 expression, lenti-miR-335 was used to 

transduce Treg cells (Figure 5); transduced Treg cells were 

FACS-sorted based on GFP positivity. The miR-335 levels in 

lenti-miR-335-transduced Treg cells were significantly higher 
than in lenti-miR-ctrl transduced cells, whereas the levels of 

miR-335 were two-fold lower in Treg cells compared with their 

negative counterparts (Figure 6A). The control for each miRNA 
transduction was a scrambled miR sequence. Clearly, the 

expression levels of miR-335 in transduced Treg cells were 

higher than the physiological level observed in non-Treg cells, 
but this resulted from our inability to adjust the levels of 

expression of the transgene. Nevertheless, this finding indicates 

that miR-335 can down-regulate FOXP3 expression, although 

not to the level of non-Treg cells, demonstrating that FOXP3 
expression must be controlled by combined inputs from several 

pathways, including miR-335. Additionally, the levels of FOXP3 

were 3.19-fold lower in lenti-miR-31 transduced cells compared 
with lenti-miR-ctrl and non-transduced cells [68]. These results 

demonstrate that FOXP3 expression is controlled by miR-335. 
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Figure 5:Differential expression of miR-24, −335, −155 and −9 in CD8 + 
CD25 + natural Treg cells after transduction by lenti-miR-24, −335, −155 and 
−9. Data obtained by qRT-PCR amplification of miRs are plotted for 
CD8+CD25+nTregs versus non-transduced CD8+CD25+ nTregs. p values for 
each miRNA relative expression are presented. Boxes represent SE; and Error 

bars SD. Pooled data from five independent experiments are shown. (*p < 0.05; 
**p < 0.01 Student's t test). 
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Figure 6: MicroRNA specific activities. (A) In primary human Treg cells, 
miR-335 specifically regulates FOXP3 expression. Relative miR-335 and 
FOXP3 expression in CD8+CD25+ Treg cells transduced by lenti-miR-335 

https://translational-medicine.biomedcentral.com/articles/10.1186/s12967-014-0218-x/figures/6
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compared with CD8+CD25+ Treg cells transduced by lenti-miR-Ctrl, as 
determined by relative qRT-PCR. (B) In primary human Treg cells, miR-9 and 
−155 specifically regulate CTLA-4 expression. Relative miR-9, miR-155 and 
CTLA-4 expression in CD8+CD25+ Treg cells transduced by lenti-miR-9 or 
lenti-miR-155 compared with CD8+CD25+ Treg cells transduced by lenti-miR-

Ctrl, as determined by relative qRT-PCR. (C) In primary human Treg cells, 
miR-24 and −335 specifically regulate GARP expression. Relative miR-24 and 
GARP expression in CD8+CD25+ Treg cells transduced by lenti-miR-24 
compared with CD8+CD25+ Treg cells transduced by lenti-miR-Ctrl, as 
determined by relative qRT-PCR. Relative miR-335 and GARP expression in 
CD8+CD25+ Treg cells transduced by lenti-miR-335 compared with 
CD8+CD25+ Treg cells transduced by lenti-miR-Ctrl. as determined by relative 
qRT-PCR. CD8+CD25− T cells were considered to be non-Tregs; *p < 0.05, 

**p < 0.01, ***p < 0.001 (as determined by Student's t-test). 

 

Lentiviral Transduction of miR-9 and −155 in Treg 

Cells Significantly Reduces CTLA-4 Expression  
 

To study the effect of miR-9 and −155 on the mRNA expression 

levels of CTLA-4, we increased miR-9 and −155 levels by 
expressing the miR-9 and −155 precursors from a lentiviral 

vector (lenti-miR-9 and −155). After lenti-miR-9 and −155 viral 

transduction (Figure 5), we found that the mRNA levels of 
CTLA-4 decreased (2.02-fold) in the lenti-miR-9-transduced 

Treg cells compared with the lenti-miR-ctrl transduced cells and 

the mRNA levels of CTLA-4 decreased (2.79-fold) in the lenti-

miR-155 transduced Treg cells compared with the lenti-miR-ctrl 
transduced cells (Figure 6B). 

 

Lentiviral Transduction of miR-24 and −335 in Treg 

Cells Significantly Reduces GARP Expression  
 

Efficient ex vivo transduction of Treg cells using lenti-miR-24 

and lenti-miR-335 (Figure 5) showed that miR-24 and −335 

expression significantly reduced GARP expression levels by 
3.21- and 1.96-fold, respectively (Figure 6C). 

 

Discussion  
 
We previously described a miRNA signature in human natural 

CD4
+
 Treg cells. We could also identify a miRNA signature in 

CD4
+
CD25

+
CD127

low
 Treg cells from peripheral blood. 
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Importantly, for both signatures, we could show how the 

described miRNAs specifically regulate genes associated with 
Treg cell function in human primary T cells [68,69]. 

 

Here, we purified CD8
+
CD25

+
 natural Treg cells from human 

cord blood, assessed FOXP3 and CTLA-4 expression by flow 
cytometry and measured mRNA levels using quantitative PCR. 

As expected, FOXP3 and CTLA-4 protein and mRNA levels 

were increased in the CD8
+
CD25

+
 natural Treg cells compared 

with CD8
+
CD25

−
 T cells. Importantly, those cells showed 

suppressive properties ex vivo in a mixed T cell reaction in 

which irradiated allogeneic PBMCs were used as stimulators. 
 

Reviewing the Treg cell literature, we identified a list of genes 

known to play an important role in the regulation of Treg cell 

function and development. We investigated the relative 
expression of these genes in CD8

+
CD25

+
 natural Treg cells 

compared with CD8
+
CD25

−
 T cells using qPCR. We found that 

expression of the FOXP3, CTLA-4, CCR4, GARP, IL-10 and 
TGF-β genes was upregulated in CD8

+
CD25

+
 natural Treg cells, 

whereas the CD28, ICOS, FOXO1 and HELIOS genes were 

underexpressed. Obviously, IL2RA (CD25) was found to be 
overexpressed by these Treg cells. Overall, these results further 

support the regulatory features and potential of these cells. 

 

Using TaqMan low-density arrays and quantitative PCR 
confirmation of selected transcripts, we could define the first 

miRNA ‘signature’ for human purified CD8
+
CD25

+
 natural Treg 

cells. This ‘signature’ included 10 significantly differentially 
expressed miRs: miR-214, −205 and −509 were overexpressed, 

whereas miR-9, −24, −31, −155, −335, −210 and −449 were 

underexpressed in CD8
+
CD25

+
 natural Treg cells compared with 

CD8
+
CD25

−
 T cells. 

 

Next, we investigated the potential role of the miRNAs from this 

signature on the expression of genes related to Treg cell function 
and development. We found that the 3′-UTR of FOXP3 

contained miRNA target sites for miR-24, −31, −210 and −335, 

which were all underexpressed in CD8
+
CD25

+
 natural Treg cells 

compared with CD8
+
CD25- T cells. Scanning the 3′-UTR of 
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CTLA-4 revealed that miR-9 and −155 (both underexpressed in 

Treg cells) contained a target site. Similarly, we found miR-24 
and miR-335 target sites in the GARP 3′-UTR (Figure 7). 
 

 
 

Figure 7: miRNA signature of human CD8+CD25+ Natural Treg cells and its 
impact on Treg-cell associated genes. Human CD8+CD25+ nTreg cells are 
characterized by their high expression of CD25 (IL2Rα), FOXP3, CTLA-4, 
CCR4, GARP, IL-10 and TGF-β in comparison to CD8+CD25- T cells. The 
former cells have a specific miRNA signature that included 10 deregulated 
miRNAs: (red) miRNAs that are overexpressed and (green) miRNAs that are 
underexpressed. Interestingly, the underexpressed miRNAs can directly 
regulate the expression of important genes like FOXP3, CTLA-4 and GARP by 

binding to their respective 3’-UTR. 

 
Although not Treg cell-specific, FOXP3 remains the best-known 

transcription factor that specifically orchestrates a transcriptional 

program that is required for the establishment, maintenance and 

function of the Treg cell lineage. 
 

Importantly, we have previously shown that miR-24, miR-210 

and miR-31 [68,69] negatively regulate the expression of 
FOXP3 in human T cells. Interestingly, using 3′-UTR cloning, 

site-directed mutagenesis and miRNA co-transfection 

experiments, we demonstrated that miR-335 negatively regulates 
FOXP3 expression in a direct and specific manner. Moreover, 

transducing lenti-miR-335 in natural Treg cells leads to the 

negative regulation of FOXP3 expression compared with lenti-
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miR-Ctrl transduced cells. Importantly, four out of the seven 

underexpressed miRNAs in the CD8
+
 natural Treg cell miRNA 

‘signature’ can regulate FOXP3 expression in primary Treg cells 

(Figure 7). 

 

Many studies have focused on the role of CTLA-4 expression in 
Treg cells. Kolar et al. showed that CTLA-4 had an important 

function in Treg cell homeostasis and also highlighted the 

importance of CTLA-4 in the in vivo suppressive mechanism 
employed by Treg cells. These findings have identified CTLA-4 

as a crucial costimulator of Treg cells by demonstrating its role 

in mediating the resistance of Treg cells to activation-induced 
cell death [70]. Additionally, CTLA-4 expression and signaling 

are essential for Treg cells to execute their suppressive function 

in vivo. Moreover, CTLA-4 has been described to play a 

negative role in tumor progression or persistence. These findings 
have brought several groups, including Jim Allison’s group, to 

work on anti-CTLA-4 antibodies for cancer immunotherapy that 

have already shown very promising clinical results [70]. 
Considering the important role of CTLA-4 in Treg cell biology, 

we decided to investigate the effect of miR-9 and −155 

(underexpressed in CD8
+
 natural Treg cells) on CTLA-4 

expression. Using the same strategy as we did for FOXP3, we 

carried out CTLA-4 3′-UTR cloning, site-directed mutagenesis 

and miRNA co-transfection experiments with a reporter 

luciferase activity assay and lentiviral-mediated microRNA 
transduction of primary natural Treg cells. We could show that 

both miR-9 and −155 negatively regulate CTLA-4 expression in 

a direct and specific way. Recently, miR-155 was shown to be 
overexpressed in tissues of patients with atopic dermatitis, 

associated with inflammatory CD4
+
 T cells and capable of 

targeting CTLA-4. This study supports our findings by 

suggesting that miR-155 underexpression in CD8
+
 natural Treg 

cells contributes to the regulation of CTLA-4 expression. 

 

GARP received significant attention from the immune regulation 
field, as it is naturally produced by Treg cells and has the 

capacity to present latent TGF-β on the Treg cell surface. Very 

recently, Skapenko’s group showed that miR-142-3p targeted 
GARP in CD4

+
CD25

+
 T cells [55] and Sophie Lucas’ group 
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described that GARP is regulated by microRNAs (miR-142-3p, 

−181a and −185) and controls latent TGF-β production by 
human CD4

+
 Treg cells [71]. Our experiments show that miR-24 

and −335 specifically bind to the GARP 3′-UTR and directly 

regulate GARP expression in primary human CD8
+
 natural Treg 

cells. 
 

With great interest, we noticed the relatively high number of 

potential target sites for miRNAs in the signature that were 
found in many genes relevant to Treg cell biology. However, 

additional work will be required to prove that these miRNAs 

effectively regulate these genes. 
 

In parallel, it is also interesting to note that the majority of 

miRNAs in the CD8
+
CD25

+
 natural Treg cell signature are also 

found to be differentially expressed in either the CD4
+
CD25

+
 

natural Treg cell (miR-31) or the circulating peripheral blood 

CD4
+
CD25

+
CD127

low
 Treg cell (miR-9, −24, −210, −335 and 

−509) signatures, which may suggest that a limited number of 
miRNAs control the expression of major features of Treg cells. 

While subpopulations of Treg cells that our group has studied do 

not encompass all human Treg cells described, they likely cover 
the vast majority of them. 

 

Conversely, the miRNAs that are not shared by several Treg cell 

subpopulations could condition, or be conditioned by, 
phenotypic or functional differences between types of regulatory 

cells. In this sense, miR-155 appears in our miRNA signature to 

be more closely linked to CD8
+
 natural Treg cells. It appears that 

miR-155 has an important role in the immune system. Romero’s 

group described a specific important role for miR-155, in mice 

and humans, in the maturation of CD8
+
 T cells from a naive to 

effector state and in their further acquisition of cytolytic 
properties; both processes correlated with high expression of 

miR-155 [72]. Our observation that miR-155 targets CTLA-4 in 

CD8
+
 T cells can extend the insights provided by this group, 

suggesting an additional role for miR-155 that not only 

coordinates the expression of the machinery elements needed for 

cytotoxicity, but also controls some immunosuppressive 
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molecules during the effector phase of the cellular immune 

response. 
 

Another observation shows that in a single subtype of human 

Treg cells, different microRNAs can target the 3′-UTR of the 

same gene (FoxP3 is targeted by miR-24, −31, −210 and −335, 
CTLA-4 is targeted by miR-9 and −155, and GARP is targeted by 

miR-24 and −335). Furthermore, a defined miRNA can target 

several genes important for Treg cells, suggesting a high level of 
coordination between miRNAs for the efficient regulation of a 

target gene or function. Our findings also suggest the existence 

of a ‘program’ carried out by a single miRNA that targets a set 
of genes associated with a type of activity. 

 

All of these observations emphasize the importance of miRNA-

mediated regulation of complex biological processes. 
 

Caution should be taken when comparing miRNA signatures 

because they are always generated by relative comparisons to a 
cell type that is chosen and described as the negative counterpart 

of the cell population studied. This implies that a signature may 

vary when one swaps the cell taken as a ‘counterpart’. Therefore, 
it is crucial not to limit oneself to the study of how miRNAs 

affect the expression of a reporter gene transfected in a cell line, 

but rather to look at the biological relevance of the signature in 

the corresponding fresh primary Treg cells using transduction by 
a vector expressing the miRNA of interest compared with a 

control vector. 

 

Conclusions  
 

We have identified an easy and convenient source of human 
CD8

+
CD25

+
 natural Treg cells and confirmed they share key 

known features of Treg cells. We reported for the first time the 

microRNA signature of these cells. Moreover, we found an 
essential role for six miRNAs out of 10 found in the signature, 

suggesting that this signature is directly relevant for Treg 

biology (Figure 7). The hypothesis that different signatures 
modulate distinct aspects of regulatory function should be 

explored. We are currently studying the role of these under- and 
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overexpressed miRNAs to identify new target genes implicated 

in the direct or indirect control of Treg cell biology. While much 
work still needs to be done to better understand the overall 

regulation of Treg cell functions, this study underlines the 

importance of miRNAs in this area and the chance that they offer 

to explore new therapeutic targets in immune disorders, 
infectious diseases and cancers. 
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Introduction  
 

Acute myeloid leukemia (AML) is a bone marrow cancer 
affecting the myeloïd compartment of hematopoietic cells, 

leading to the accumulation of immature cells called leukemic 

blasts in the bone marrow and the peripheral blood. The 
leukemic population comprises stem cells and cells at a very 
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early stage of differentiation. Consequently, the prognosis of 

AML is very poor, with a 5-year survival rate(excluding 
AML3)of about 35-40% for patients until 60 years, and 

decreasing to 5-15% for patients over 60 years of age [1]. 

 

Molecular genetic, abnormalities associated with the emergence 
and development of leukemic clones, revealed that many cellular 

functions are deregulated [2]. Mutations occurring in the FLT3, 

RAS or KIT genes result in hyperactivation of signaling pathways 
[3,4] providing a proliferative advantage to the transformed cells.  

Oncogenic fusion genes, such as  PML-RARA  or AML1-ETO [5] 

are responsible for cell differentiation blockage, and mutations in 
genes involved in epigenetic control of gene expression, such as  

ASXL1,  DNMT3A,  IDH  or  TET2, lead to deregulation of the 

chromatin structure (via chemical changes in histones) or 

abnormalities in DNA methylation [1]. Finally, it is now well 
documented that these abnormalities can also lead to alterations 

in metabolism that play a critical role in leukemogenesis and in 

the phenotypic characteristics of leukemic cells [6]. The most 
described example in AML are the IDH1 and IDH2 mutations, 

which lead to production of an oncometabolite, the 2-Hydroxy-

Glutarate (2HG), instead of α-Ketoglutarate (α-KG) [7]. The 
increase in 2-HG directly impacts the metabolic functions of 

leukemic cells promoting their proliferation at the expense of 

normal hematopoietic stem cells (see below for more details of 

impact of IDH mutations). 

 

I-Metabolic Deregulation in AML  
 

Like most cancer cells, AML cells are characterized by a rapid 
and uncontrolled proliferation that requires nutrients and energy. 

To achieve this, several mechanisms are put into play. The best 

known is the Warburg effect, described in the 1920s by Otto 

Heinrich Warburg, who showed that regardless of oxygenation 
conditions, cancer cells preferentially use aerobic glycolysis, 

which converts glucose into lactate, to produce energy and 

maintain cancer proliferation [8]. Despite poor energy efficiency 
(in terms of the production of ATP molecules), cancer cells 

maintain aerobic glycolysis to favor the production of 

intermediate products from glycolysis, mandatory for generating 
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nucleotides, lipids or amino acids. This allows a rapid supply of 

the components essential to the formation of future daughter 
cells, and thus a more effective cell proliferation [9]. Beyond the 

Warburg effect, many metabolic pathways are involved in the 

leukemic process. 

 

Mutations of Genes Encoding the Isocitrate 

Dehydrogenase (IDH)  
 

Isocitrate dehydrogenase (IDH) catalyzes the decarboxylation of 

isocitrate leading to the production of alpha-ketoglutarate (KG) 
and NAdPH/NADH. IDH1, located in the cytoplasm, promotes 

the generation of NADPH but also, thanks to the carboxylation 

of the α-KG in isocitrate, the acetylCoA and lipid generation 
after conversion of citrate into acetyl-coA. IDH2 regulates the 

concentration of α-KG and isocitrate in the mitochondria using 

NAD to oxidize isocitrate in α-KG in the Tri-carboxylic acid 

(TCA) cycle [10]. Finally, there is a third isoform, the IDH3, 
which is NAD-dependent and which promotes the production of 

α-KG required for the generation of succinate and then ATP 

[11]. 
 

In AML, IDH gene mutations are found in about 15-20% of 

patients. Only the two isoforms IDH1 and IDH2 can be mutated 
but the two mutations are mutually exclusive. Mutations affect 

arginine residues critical for the IDH function, codon R132 for 

IDH1 and codons R140 and R172 for IDH2. They are "gain of 

function" mutations that both result in the production of a new 
metabolite, the 2-Hydroxy-Glutarate (2HG) instead of KG  in 

tumor cells [7]. It should be noted that the mutation does not 

cause any change in the concentration of α-KG in the serum, nor 
other intermediary metabolites of the TCA cycle, such as 

succinate, malate or fumarate [12]. In addition, 2-HG is the only 

product of the transformation of the α-KG by mutated IDH [13]. 

Interestingly, the amount of 2-HG produced by tumor cells 
negatively correlates with the prognosis of the disease [14]. 

 

2HG behaves as a competitive inhibitor for many enzymes using 
KG as a cofactor, such as prolyl hydroxylases, histone 

demethylases, JmjC or 5-methyl hydroxylase of the TET family. 
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Thereby, the production of 2HG impacts the methylation level of 

DNA and histones resulting in a hypermethylated DNA, 
responsible for altering the epigenetic regulation of gene 

expression [15]. This phenomenon contributes to the 

differentiation blockage in leukemic cells and thus to the 

initiation and progression of AML [16]. On the other hand, 
alterations of prolyl hydroxylase function increase the expression 

levels of the HIF factor promoting the proliferation of leukemic 

cells under hypoxic conditions. Concurrently to IDH mutations, 
glutathione concentration is reduced, secondary to the increased 

NADPH consumption, decreasing the anti-oxidant capacity of 

cells [17].  

 

Deregulation of Glucose Metabolism  
 
Very intense glucose consumption and very high absorption of 

this metabolite into the bone marrow have been widely described 

in AML. AML bone marrow cells display high levels of glucose 
uptake and high levels of aerobic glycolysis at diagnosis that are 

correlated with survival and response to chemotherapy.  NMR 

analysis of 443 AML patients showed a specific signature of 

glucose metabolism, based on the levels of a panel of six 
metabolites involved in glycolysis (glycerol-3-phosphate, 

pyruvate, lactate) and in the TCA cycle (citrate, α-KG, 2-HG). 

This signature confers an adverse prognosis to normal karyotype 
AMLs, which results in a weak response to aracytin treatment 

[18]. Similarly, high levels of serum LDH at diagnosis are highly 

negative prognostic markers in AML [10].  
 

Given the high rate of glucose use by leukemic cells, they can 

improve their glucose absorption, specifically in case of too low 

intake levels, by positively regulating the gene SLC2A5, which 
encodes for the trans-membrane glucose transporter, GLUT5. 

Indeed, GLUT5 over-expression was associated with a poor 

prognosis, and conversely, inhibition of this carrier increased the 
susceptibility of leukemic cells to Ara-C. Similarly, 

overexpression of mRNA coding for GLUT1, another member 

of GLUT family, has been associated with poor responsiveness 

to chemotherapy [19,20].  
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The PI3K/AKT/mTOR pathway is frequently implicated in 

deregulation of glycolytic activity. The hexokinase HK2 which 
catalyzes the first step of glycolysis could be activated by 

PI3K/AKT dependent mechanisms. mTOR plays an important 

role in leukemic cell addiction to glucose, through regulation of 

G6PD (Glucose-6-Phosphate Dehydrogenase), which is an 
important source of NADPH and which intervenes in the 

maintenance of the energy metabolism of leukemic cells.  In 

addition, overexpression of G6PD is strongly correlated with an 
adverse prognosis in AML patients [21]. Indeed, inhibition of 

G6PD by nicotinamide induces AML blast apoptosis while non 

affecting normal hematopoiesis. mTORC1 plays also an 
important regulatory role in the pentose phosphate pathway that 

is an important pathway for cell survival in AML and all cancers. 

MAP kinase, a serine/threonine kinase, also promotes the use of 

glucose and glycolysis by leukemic cells. Its deletion leads to 
inhibition of leukemic stem cells by decreasing glucose flow and 

oxidative stress in the hypoglycemic medullary 

microenvironment [22] through reducing the expression of 
GLUT1.  

 

Finally, it has been shown that leukemic cells can induce 
complex variations of the metabolic homeostasis of the host, in 

order to ensure high glucose concentrations in the bone marrow. 

In particular, leukemic cells cause increase of insulin resistance 

and inhibition of insulin secretion by tissues [23]. Such 
modifications result from an increased production of IGFBP1 by 

adipose tissue.  

 

Deregulations of Glutamine Metabolism  
 

Glutamine, which is either produced in the cell or imported by 
the glutamine transporter SLC1A5, plays a particular role in 

normal cells. It fuels the TCA cycle, through regulation of 

glutathione production and impacts on mTORC1 activity, via 
regulation of leucine export [24].  

 

Glutamine is particularly involved in the metabolic 

reprogramming of cancer and leukemic cells [25]. Leukemic 
cells use glutamine as a source of carbon for energy production 
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via the TCA cycle. Therefore, leukemic cells have developed an 

addiction to glutamine [26] on which they depend for survival 
and proliferation. Consequently, plasma glutamine 

concentrations in AML patients are much lower than those found 

in healthy individuals and that KO of SLC1A5 leads to apoptosis 

of AML cell lines. Similarly, glutaminase (GLS) is found to be 
strongly expressed in AML, making it a critical factor for TCA 

cycle activity [27]. 

 
Indeed, many studies have shown that targeting glutaminolysis 

in AML is a good strategy in the search for new therapeutic 

agents. This is particularly the case in mutated FLT3-ITD AML, 
which are highly dependent on glutamine to produce energy 

[28,29]. Targeting glutamine absorption leads to efficient anti-

leukemia responses, which may be related to the impact of 

Glutamine levels on mTORC1 activity [30]. The balance 
between glutaminolysis and TCA cycle activity therefore 

appears to be essential in the survival of leukemic cells [10,31]. 

Moreover, it has been shown that L-Asparaginase which could 
catalyze the degradation of glutamine suppresses mTORC1 

activity leading to AML cell apoptosis. Thereby, this agent well 

known for its antileukemic activity in ALL, has been proposed 
for the treatment of AML and recently, an impact on refractory 

AML has been reported. 

 

Finally, glutamine plays an essential role to control redox 
homeostasis in AML cells, through its impact on glutathione 

synthesis and on oxidative phosphorylation in the mitochondria. 

Blockade of glutathione production through a specific inhibitor 
provokes accumulation of mitochondrial ROS in multiple AML 

types and subsequently apoptotic cell death. 

 

Deregulations of Lipid Metabolism  
 

Lipids play a particularly important role in energy production as 
well as the synthesis of signaling macromolecules for cells. The 

lipid balance depends on the balance between the lipid intakes 

and their consumption by oxidation (fatty acid oxidation-FAO) 
which feed the TCA. As a result, the absorption and 

consumption of fatty acid (FA) impacts important aspects of the 
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biology of cancer cells [32]. Indeed, overexpression of FASN 

(Fatty Acid Synthase), which is a key metabolic enzyme for the 
final stage of FA synthesis, provides a growth and survival 

benefit for cancer cells. Interestingly, FASN expression is 

affected by certain components that play a critical role in cancer 

metabolism such as PI3K/AKT/mTOR and MAPK signaling 
pathways [33,34]. Moreover, under metabolic stress conditions, 

in addition to the increase in lipogenesis, tumor cells can acquire 

FA via lipolysis to support their growth. They will also tend to 
recover extracellular lipids to maintain their proliferation and 

survival [35,36]. This lipolysis is mediated by a key enzyme: 

Lipoprotein Lipase (LPL).Its high activity has been described in 
lung cancers. LPL has been also identified as a marker of poor 

prognosis in chronic lymphoid leukemias [37]. 

 

In AMLs, absorption and consumption of FA influence the fate 
of Leukemic Stem Cells (LSC), their adaptation to the 

microenvironment and their resistance to drugs [10]. The 

consumption of FA is increased in leukemic cells in order to 
meet their needs of lipid biosynthesis [38-40].  In promyelocytic 

AML, the division of HSCs is regulated by FAO and FAO 

lowers the threshold for apoptosis and promotes the quiescence 
of leukemic cells. Several lipid profiles representative of 

different types of AML have recently been identified by mass 

spectrometry. Significant differences in the modulation of 

ceramides and sphingolipid synthesis were found in patients with 
t(8;21) compared to those with inv(16) or normal karyotype [41]. 

Also, Stuani et al. highlighted deregulations of lipid metabolism 

in a IDH1 mutated cell model of AML, compared to the un-
mutated model. These differences are mainly characterized by an 

increase in phosphatidylinositol, sphingolipids, free cholesterol 

and monounsaturated FA in mutated IDH cells [42]. This, once 

again, highlights the impact of cytogenetic characteristics and 
mutational status of AML patients on cellular metabolism. 

Finally, a recent study showed a decrease in total FA in plasma 

of AML patients as well as a reduction in phosphocholine, 
triglycerides and plasma ester cholesterol. Conversely, 

arachidonic acid appears to be increased in AML plasma, 

suggesting its involvement in the cancer phenotype [43]. 
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The critical role of FA metabolism in AML is underlined by its 

impact on patient prognosis and the subsequent therapeutic 
interest of targeting this metabolism. A recent study showed that 

patients with rapidly progressing AML and who did not respond 

to treatment, had alterations in lipid metabolism compared to 

other patients [39]. ATP Citrate Lyase (ACL), the enzyme that 
catalyzes the production of acetyl-coA  causes a blockade in cell 

growth when inhibited in leukemic cell models [44] and has also 

been shown to be associated with a favorable prognosis in AML 
patient with low levels of ACL.  

 

In this context, several teams have tested different molecules to 
inhibit FAO. Among them, etomoxir sensitizes leukemic cells to 

apoptosis and decreases the number of quiescent progenitors 

[45]. Also, the molecule Avocatin B combined with a standard 

chemotherapy agent (AraC) induces apoptosis of AML cells and 
inhibition of cell growth [46]. Finally, Picou et al tested the 

impact of polyunsaturated FA on AML cell lines and on patient 

blasts [47]. This type of FA inhibited mitochondrial oxidative 
phosphorylation and increased glycolysis and oxidative stress, 

resulting in death of cancer cells. On the other hand, CPT1A, a 

sub-unit of the mitochondrial enzyme on which FAO relies, was 
found overexpressed in bone marrow samples from AML 

patients compared to normal bone marrow. This overexpression 

was strongly associated with an unfavorable prognosis [48]. 

FAO could therefore contribute to a mechanism promoting 
resistance to therapies. Indeed, resistant AML cells showed 

overexpression of the FA transporter, CD36, and a very intense 

FAO [49,50]. FAO-derived NADPH can be a decisive electron 
donor for leukemic cells under therapy, which then allows them 

to combat oxidative stress, and can be used in the anabolic 

processes necessary for cell division [10,51]. In addition, a new 

element, PHD3 (Prolyl Hydroxylase Domain 3), has been 
discovered as potentially interesting in the metabolism of AML. 

It is part of a class of enzymes capable of coordinating 

metabolism in response to changing cellular conditions. The 
normal function of this KG-dependent enzyme is to suppress 

FAO activity under conditions of nutrient abundance in the 

cellular environment. However, it has been shown that in AML, 
this enzyme is present at a low level, which leads to the 
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persistence of FAO regardless of external nutrient conditions. 

This could make PHD3 a very good biomarker of AML [52].  

 

Deregulation of Phospholipid Metabolism 
 

Very little information is available regarding the potential links 

between the deregulation of phospholipid metabolism and 

leukemogenesis. A team recently studied the plasma 
phospholipid profile of AML patients, and showed a decrease in 

free total FA, including phosphocholine, which is likely due to 

increase FA oxidation in AML cells [39]. This would have an 
adverse prognosis. Moreover, Wang et al showed lower 

phosphocholine (PC) levels in sera of AML patients, probably 

linked to the excessive need for this metabolite for leukemic 
proliferating cells. Interestingly, they also observed that this 

metabolite was expressed at a higher level in the serum of 

intermediate prognosis patients compared to favorable prognosis 

ones. This argues in favor of an adverse prognosis of the PC 
[39]. On the other hand, a significant decrease in 

phosphatidylserine (PS) and sphingomyelin (SM) have been 

described in the blood mononuclear cells of AML patients 
compared to healthy donors [53].  

 

Finally, a much more recent study highlighted the involvement 
of an enzyme, the Taffarazine (TAZ) not yet described in AML 

[54,55]. TAZ is a mitochondrial enzyme that catalyzes the 

maturation of cardiolipin, and is therefore a key enzyme for 

phospholipid biosynthesis. TAZ suppression leads to a decrease 
in cancerous cell proliferation, inhibition of clonogenic growth 

and induction of leukemic cell differentiation, while preserving 

normal hematopoiesis. Interestingly, the study of the 
phospholipid profile of AML cells when TAZ is suppressed 

shows that, in addition to an expected decrease in cardiolipin, a 

decrease in phosphatidyl-ethanolamine and an increase in 

phosphatidylserine. Targeting phospholipid metabolism 
therefore appears to be a promising hypothesis for targeting LSC 

[54,55]. 
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II-The Particular Role ok LKB1 in 

Pathogenesis of AML  
 

One of the major controllers of adequacy between the energy 

production level and proliferation signals is the mTOR kinase 
(target of rapamycine). mTOR integrates mitogenic signals from 

PI3K/AKT that are based on the nutrient or energy reserves 

enabling  synthesis of proteins, amino acids and lipids necessary 
for cell proliferation. Effectors modulate mTOR activation state 

via phosphorylation of the TSC1-TSC2 complex [56,57]. 

 
PI3K/AKT/mTOR pathway is one of the most frequently altered 

in tumors and in particular in AML [58], by mutation or due to 

deregulation of tumor suppressor genes such as PTEN [59]. 

These deregulations induce signals of proliferation and cell 
growth, but also have a significant impact on metabolic activity. 

AKT can induce an increase in glycolysis through increased 

glucose captation, FOXO inhibition or activation of protein 
glycosylation enzymes [60]. In addition, AKT strongly 

stimulates mTOR activity by inhibiting its degradation, thus 

promoting protein and lipid synthesis even in energy deficiency 

conditions. Similarly, the p53 protein, whose gene is frequently 
mutated or inhibited in tumors, is an important regulator of 

metabolism highlighting the close links between proliferation 

and metabolic changes in tumor cells [61].  
 

One of the major signals detected by mTOR is the level of ATP 

(thus the energy level of the cell). When the intra-cellular ATP 
concentration decreases, the AMP/ATP ratio is modified 

resulting in the recruitment of AMPK that will inhibit mTOR 

signaling [62]. The phosphorylation of AMPK is performed by 

LKB1 which is a serine threonine kinase encoded by the STK11 
gene located on chromosome 19p13.3 in humans [63,64]. This 

enzyme is involved in the regulation of cellular metabolism, 

while also governing important processes such as cell 
proliferation, polarity and migration, all of which being crucial 

in carcinogenesis [65]. Previous studies have identified several 

effectors regulated by LKB1. Some of them include major 
proteins in carcinogenesis, implicated in several cancers such as 

p53 [66] and the tumor suppressor gene PTEN (Phosphatase and 
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TENsin homolog) [67]. However, one of the most important 

targets of LKB1 is the AMP-dependent kinase protein (AMPK) 
activated by phosphorylation of threonine 172 [68], 

demonstrating the major role of the LKB1/AMPK axis in 

detecting cell energy levels. It has also been discovered that 14 

other AMPK-like kinases are activated by LKB1, but of these, 
only AMPK 1 and 2 (catalytic components of AMPK) appear to 

be activated under low-nutrient conditions [69]. 

 
LKB1 was identified as a tumor suppressor when it was 

discovered that germ mutations occurring in the gene encoding 

for LKB1 were responsible for a rare disease called Peutz-
Jeghers syndrome (SPJ), which causes a predisposition to cancer 

[70]. In addition, LKB1 mutations or 19p chromosome losses are 

also implicated in sporadic pulmonary adenocarcinomas and 

somatic mutations of LKB1 have been shown to synergize with 
human papillomavirus infections and promote disease 

progression in approximately 20% of cervical cancer patients 

[71].  
 

Recent studies have shown that LKB1 may play a role in the 

pathophysiology of several hematological cancers, including 
AML [72]. However, in AML, unlike to what is observed in 

many solid tumors, the tumor suppressor role of LKB1 is 

controversial. LKB1 appears strongly expressed in leukemic 

stem cell population.  Inhibition of LKB1 activity in these cells 
appears to stop their proliferation and make them more sensitive 

to chemotherapy. By studying gene expression profiles in a 

leukemic cell line (KG1a) expressing LKB1, it was found that 
the MAPK pathway was activated by LKB1 but independently 

of AMPK [73]. Therefore, unlike its tumor suppressor role in 

most cancers, in AML LKB1, via mechanisms independent of 

AMPK can act as a tumor promoting factor, even if this 
mechanism remains to be confirmed. Conversely, the LKB1 

pathway through  AMPK-dependent mTOR inhibition, is 

responsible for inhibiting protein translation and thus cell 
proliferation [72], in favor of a tumor suppressor action. In 

addition, in 7% of a cohort of 54 patients, a polymorphism in 

LKB1 was found in position 354 causing an amino acid change 
from leucine to phenylalanine (Leu354Phe) in the C-terminal 
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protein domain. This polymorphism would cause a decrease in 

AMPK activation mediated by LKB1 [74] and could have an 
unfavorable prognostic value in AML. 

 

Another set of effector kinases activated by LKB1 are the SIK2 

and 3 (Salt-Inducible Kinase) [75]. This LKB1-SIK2/3 axis has 
been very recently involved in the progression of AML. The 

activation of SIK2 and SIK3 following LKB1-mediated 

phosphorylation, promotes activation of the histone deacetylases 
(HDACs), which include HDAC 4, 5, 7 and 9 [73] Of these, 

HDAC4 is specifically involved in the progression of AML. 

Normally, when HDAC4 is active, it inhibits a repressive factor 
called MEF2C (Myocyte Enhancer Factor 2C), which has been 

found to be highly overexpressed in leukemias [72,74]. SIK2 and 

3 by phosphorylating HDAC4 inhibit its deacetylation activity 

and therefore, HDAC4 cannot inhibit MEF2C leading to de-
repression and expression of genes that promote the proliferation 

of AML cells. Thus, seen from this side, LKB1 seems to be pro-

tumoral with regard to AML The treatment of these leukemic 
cells with SIK2/3 inhibitors confers sensitivity to drugs and 

death of these cells, giving rise to a potential therapeutic value 

for SIK inhibitors in AML cases positive with an activation of 
the LKB1-SIK axis  [74]. 

 

III-Deregulation of Redox Balance  
 

Reactive oxygen species (ROS) are the products of molecular 

oxygen metabolism by cells. They include superoxide anion O2
-

hydrogen peroxide H2O2, hydroxyl radicals and NO nitrogen 

monoxide. They can be generated by the electron transport 

system in the mitochondria and by the NADPH Oxydase (NOX) 

complexes at the membrane level [76]. Within the hematopoietic 
niche, hematopoietic stem cells (HSCs) proliferate in the most 

hypoxic part of the bone marrow and their differentiation 

roughly follows the oxygen gradient (from 6 to 1%) present in 
this hematopoietic niche [77]. The redox balance which reflects 

the balance between oxidizing and anti-oxidant (reducing) 

species, acts as a specific effector of certain regulatory effectors, 
and therefore directly impacts the cellular fate of the HSC. 

Hypoxia in the hematopoietic niche regulates NOX by keeping 
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ROS levels low, which helps to keep HSCs in quiescence [78], 

while protecting them from DNA damage, which can be induced 
by ROS [79]. Conversely, an increase in ROS can lead to 

changes in the phenotype of HSCs and promote their 

differentiation to progenitors [80]. Indeed, reactive oxygen 

species levels regulate transcription factors such as FOXO3, 
GATA-1, NFE2 and therefore play a decisive role in the 

engagement or progress of the maturation and differentiation 

processes of hematopoietic stem cells [81]. 

 

Redox-Dependent Changes in Leukemogenesis and 

AML  
 

Excessive production of Reactive Oxygen Species has long been 
described in malignant hemopathies and in particular in acute 

myeloid leukemia (AML) or chronic myeloid leukemia (CML) 

[82]. Oxygenated radical levels are higher in AML blasts 

compared to normal leukocytes [83]. 
 

However, the mechanisms between ROS production and 

leukemia progression are still incompletely understood. 
Disturbances in anti-oxidant activities, particularly those 

dependent on FOXO transcription factors, can lead to an 

environment conducive to the generation of tumor clones. An 
excess of ROS production via the activation of NOX2 [84] has 

been shown in CD34 cells expressing the RAS mutation. The 

same is true with the FLT3-ITD and NOX4 mutation [85]. 

Among other possibilities, inactivation of PTEN phosphatase by 
H2O2 may promote activation of the AKT pathway observed in 

AMLs.  

 
AKT and FLT3 are consistently activated in the majority of 

AML, suggesting inhibition of FOXO function and an increase 

in ROS levels compared to normal HSC [86], as well as 

regulation of leukemic cell survival, associated with resistance to 
chemotherapy [87]. Indeed, it appears that the aggressiveness 

and poor prognosis associated with FLT3-ITD mutated AML is 

due to the increase in endogenous ROS, which is produced by 
STAT5 transcription factor signaling and the activation of 

RAC1, which is an essential component of ROS-producing NOX 
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[88].  The expression of the RUNX1-RUNX1T1 protein, 

associated with t(8;21), leads to a ROS-dependent increase in the 
survival and proliferation of hematopoietic precursors [78]. 

Finally, IDH1/2 mutations are accompanied by a reduction in the 

synthesis of glutathione, secondary to the decline in NADPH 

production, which could increase the deleterious effect of ROS 
induced by the overproduction of 2HG [16]. Thus, significantly 

pro-oxidant conditions generally lead to cell death, but genetic 

changes in leukemic clones allow for survival and proliferation. 
Blast development could therefore be the result of a deficiency in 

the detection, response and/or integration of signals induced by 

partial oxygen pressure and redox potential. 
 

Conversely, ROS-inducing chemotherapy selectively eradicates 

leukemia stem cells. Thus, inter-individual variations (SNP) of 

the gene coding for NADPH oxidase, the key enzyme in ROS 
emission, appear to influence the effectiveness of chemotherapy 

in AML [89]. In that meaning, a correlation between oxidative 

stress and the incidence of AML relapses was found as well as 
the therapeutic value of molecules targeting iron homeostasis 

and ROS production in chemotherapy-resistant AMLs [90]. 

Finally, our team recently showed that AML patients had a 
deregulated redox balance related to their molecular status, 

involving leukemia cells, non-tumor cells and the antioxidant 

system, which play a major role in the prognosis of patients [91]. 

In particular we showed that depending on the capacity of 
mitochondria to mobilize their spare capacity, we can identify 

different prognosis sub groups and that both high 

reduced/oxydative glutathione ratio and high thiol levels at 
diagnosis were associated with a lower risk of death. 

 

The other major source of ROS is mitochondria. This production 

participates in redox signaling in normal cells but can also 
promote the tumor process.  Although most tumor cells switch 

their metabolism to aerobic glycolysis (Warburg effect), 

mitochondria appear to remain functional and above all capable 
of producing ROS during the tumor process. In particular, in 

hypoxic conditions that normally decrease the production of 

mitochondrial ROS, leukemic cells can increase this production 
of ROS [92]. This increase promotes the proliferation of tumor 
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cells in a hypoxic environment, and the progression of the 

disease by their potential to damage DNA.  
 

Mitochondrial ROS can also promote the tumor process by 

inducing damage to nuclear or mitochondrial DNA [93]. In 

addition, mutations in mitochondrial DNA cause a deficit in the 
activity of the mitochondrial respiratory chain and are associated 

with the overproduction of ROS [94]. Numerous studies have 

observed an increase in mitochondrial ROS induced by anti-
leukemic treatments during apoptosis [95] but few studies have 

studied the pathophysiological role of mitochondrial ROS in 

leukemia. Mitochondrial ROS emitted by CD34 blasts appear to 
be weaker than those produced by normal CD34s [82]. However, 

a recent study also showed that blasts showed increased 

sensitivity to mitochondrial oxidative stress. These blast cells 

were characterized by an increase in mitochondrial mass, but 
without a concomitant increase in their respiratory activity [96]. 

 

Indeed, mitochondria play a key role in metabolism as well as in 
many processes such as apoptosis, calcium homeostasis and 

more recently in phospholipid metabolism (see above). Thus, 

dysfunctional mitochondria are highly involved in 
carcinogenesis and directly or indirectly in tumor cell 

replication, insensitivity to antiproliferative signals, sustained 

angiogenesis, invasiveness, avoidance of immune response 

[97,98]. Leukemic cells are characterized by an increase in 
mitochondrial mass, but without a concomitant increase in 

respiratory activity [96,99]. Although some tumor cells switch 

their metabolism to aerobic glycolysis (Warburg effect) most 
AML use oxidative phosphorylation to meet their energy needs. 

The microenvironment in particular stromal cells plays a role as 

a donor of mitochondria through the creation of nanotubes 

[100,101]. Thus, chemotherapy resistant leukemic cells have 
high levels of ROS and a high mitochondrial mass, which seems 

to be related to the transfer of mitochondria from the bone 

marrow to the blasts, which requires the activity of NOX2 that 
stimulates the release of mitochondria by stromal cells [100]. 

Aracytin-resistant leukemic cells show high use of oxidative 

phosphorylation, increased β-oxidation and hyperexpression of 
CD36 [51]. Therefore, targeting the synthesis of mitochondrial 
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proteins or the oxidation of fatty acids appears to be a promising 

way to improve therapeutic efficiency. 
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Abstract  
 

The role of metabolic alterations in cancer cells has been 

discussed and clarified over the years. Researchers focused on 
key metabolites and the mechanisms they initiate in cancer. 

Acute myeloid leukemia (AML) is one such cancer that is 

dependent on certain metabolites and the pathways they trigger. 
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Even though several advances have been made in understanding 

the mechanisms underlying the initiation and progression of 
AML, therapies targeted toward these mechanisms, although 

potent, do not always achieve the desired effect. Hence, studying 

the metabolic alterations in AML is one of the many approaches 

researchers currently employ in order to glean a deeper 
understanding of the intricacies that govern this cancer. Amino 

acids are crucial players in AML. They trigger several cell 

survival and replication processes, as well as modulate key 
epigenetic processes – all of which are critical in carcinogenesis. 

Moreover, several amino acids have been found to play a role in 

the maintenance of leukemic stem cells, which are correlated to 
poor prognosis in AML. The role of a few amino acids in AML 

are highlighted in this review. 

 

Introduction  
 
Almost a century ago, Otto Warburg proposed the first 

metabolism-related alteration in cancer when he showed that 

cancer cells selectively prefer aerobic glycolysis for their 
propagation [1]. This led to a revolutionary development in the 

field of metabolic reprogramming in cancers. Metabolic 

pathways involved in carbohydrate, fatty acid and amino acid 

metabolism have been explored. More specifically, glycolysis 
and the tricarboxylic acid cycle (TCA) and their alterations in 

cancer have been largely studied. Much attention was also 

focused on amino acids and their role in cancer metabolism [2]. 
All these studies established that tumors differ metabolically 

from normal counterpart tissues [3].  Glucose and amino acids 

are important substrates used by cancer cells. Glutamine has 
been deemed a ―super nutrient‖ as it participates to various 

signalling pathways including the TCA via anaplerosis and also 

contributes to redox homeostasis, a critical regulator of 

proliferation in cancer [4]. Moreover, in 2016 a study revealed 
that other amino acids which are consumed at slower rates than 

glutamine and glucose are major fuels for proliferating 

mammalian cells  [5]. This is a major incentive to further 
investigate the role of amino acids in cancer cell metabolism. 

Acute myeloid leukemia (AML) is a highly heterogeneous bone 

marrow cancer characterized by uncontrolled proliferation of 
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immature myeloblasts (referred to as ‗AML blasts‘) in the bone 

marrow and peripheral blood, causing failure in erythropoiesis 
[6]. This leukemia is most common in adults about 65 years of 

age and fairly uncommon in people less than 45 years, and has 

an overall five years survival rate after diagnosis of 28.7% [6,7]. 

Like most cancers, the role of metabolic reprogramming has 
been established in AML [8]. In this review, we discuss the role 

of certain amino acids, mostly non-essential ones, in cancer and 

more specifically in AML. 

 

Synthesis of Amino Acids and its Link to Other 

Metabolic Pathways 
 

A total of 20 amino acids are the known building blocks for 

proteins and are categorized into two major groups on the basis 
of dietary requirements as essential amino acids (EAAs) and 

non-essential amino acids (NEAAs) [9]. Of these 20 amino 

acids, 9 are thought to be essential and include Valine, Leucine, 
Isoleucine, Histidine, Methionine, Tryptophan, Phenylalanine, 

Lysine and Threonine. The remaining 11 are non-essential and 

consists of Glutamic acid, Glutamine, Proline, Glycine, 

Tyrosine, Alanine, Serine, Arginine, Asparagine, Cysteine and 
Aspartic acid [10]. As metabolism is a highly dynamic process, 

amino acid metabolism is interconnected with several other 

cellular pathways. Amino acids are building blocks of proteins. 
Furthermore they are degraded to provide energy or consume 

energy for their own biosynthesis.The metabolic fate of various 

amino acids is called anaplerosis or cataplerosis of amino acids, 
which represents the replenishing or removal of TCA cycle 

intermediates, respectively [11]. Glucogenic amino acids are 

those that are ultimately channelled into gluconeogenesis via 

intermediate conversions into TCA cycle products oxaloacetate, 
pyruvate, succinyl-CoA, fumarate or α-ketoglutarate (α-KG); 

while ketogenic amino acids form ketone bodies through 

intermediate conversions into acetyl-CoA [12]. The glucogenic 
amino acids include alanine, glycine, serine, cysteine, 

asparagine, aspartic acid, proline, glutamine, glutamic acid, 

arginine, methionine, valine and histidine; while the ketogenic 
amino acids comprise of leucine and lysine. The remaining five 

which include threonine, tryptophan, tyrosine, phenylalanine and 
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isoleucine are both – glucogenic and ketogenic. [11]. Overall, the 

cataplerotic and anaplerotic metabolism of amino depends on the 
metabolic and nutritional condition of the body [11]. The above 

mentioned reactions utilize the carbon skeleton of amino acids, 

however, the nitrogen of amino acids is removed first through 

various transamination reactions, all using the coenzyme 
pyridoxal phosphate. This nitrogen is ultimately funnelled into 

the urea cycle for its removal from the body [13]. Thus, the 

breakdown and utilisation of amino acids comprises a number of 
enzymes and forms a highly dynamic and intricate metabolic 

network. 

 

Role of Amino Acids in Cancer Manifestation  
 

A variety of processes that suggest amino acids to be crucial 
players in cancer progression and disease manifestation have 

been discovered. One widely accepted theory is that as cancer 

cells proliferate profusely, they have a higher demand of amino 
acids. Cancer cells glean the required amino acids by 

mechanisms like protein scavenging, but can also depend on 

their environment for a supply of NEAAs [14]. Another 

mechanism for cancer cells to meet the high requirement of 
amino acids is to increase the number of amino acid transporters 

on the cell membrane [15]. For example, the SLC7A5 

transporter, belonging to the System Leucine-preferring amino 
acid transporters, also known as L-amino acid transporter 1 

(LAT1)is overexpressed on the metastatic lesions of various 

cancers as compared to their primary site of origin [16]. Another 
transporter of neutral amino acids called ASCT2 (or SLC1A5) 

has been specifically implicated in AML [17]. ASCT2 mediates 

transport of Glutamine, Alanine, Cysteine, Serine, Valine and 

Threonine [18,19]. The constitutive deletion and thus loss of 
ASCT2 function has been shown to disrupt the influx of leucine 

(that is dependent on glutamine; discussed further under 

glutamine metabolism) is responsible for mammalian target of 
rapamycin (mTOR) signalling and induces apoptotic cell death 

in AML cells [17]. Moreover, factors controlling oncogenesis 

like the suppressive microRNAs miR-126 and the activation of 
the c-myc gene (an important regulator of cell proliferation) are 

also responsible for the downstream expression of LAT1 [20,21]. 
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This suggests that amino acid uptake and metabolism are crucial 

mechanisms in carcinogenesis.  

 

Glutamine and its Metabolism in Cancers and AML  
 
According to a study published by Kroemer et al in 2008, 

glucose and glutamine are two necessary ingredients for the 

uncontrolled proliferation and propagation of cancer [22]. 
Glutamine is abundantly present in human plasma (0.6 – 0.9 

mM) as well as inside cells (~20 mM). These concentrations are 

beneficial to cell physiology and to carcinogenesis [23].  

Glutamine contributes to a number of important processes like 
generation of NEAAs , DNA replication via purine and 

pyrimidine biosynthesis, metabolite generation to sustain 

mitochondrial metabolism, synthesis of fatty acids for cell 
proliferation, redox homeostasis by supplying antioxidants to 

eliminate reactive oxygen species (ROS)-induced damages and 

activation of various pro-tumoral signalling mechanisms. 
Glutamine is so crucial in cancer cell metabolism that the 

process of anaplerosis by which glutamine provides TCA cycle 

metabolites and upholds the metabolic prowess of cancer cells 

has been called another ―hallmark of cancer metabolism‖ [24-
26].  In acute myeloid leukemia the bidirectional amino acid 

transporter SLC1A5 takes up leucine while simultaneously 

exporting glutamine.  Leucine  activates mammalian target of 
rapamycin complex 1 (mTORC1)  stimulating protein synthesis, 

thus sustaining AML [27,28]. Hence, removal of glutamine 

supply to these AML cells leads to the inhibition of mTORC1 
and subsequent hindrance in protein synthesis, and ultimately 

death of AML cells via apoptosis [29]. The enzyme glutaminase 

is encoded by two different genes: GLS1 which produces two 

splice variants – the kidney-type glutaminase and glutaminase C; 
and GLS2 which encodes the liver-type glutaminase [30]. Of 

these two genes, the products encoded by GLS1 are highly 

expressed in cancer, including AML [28,31]. Proper functioning 
of glutaminase, that causes glutamine deamination to glutamate, 

which is then converted to α-KG to enter the TCA cycle, has 

been found to be elevated and  essential to various cancers 

[32,33]. Hence, using a glutaminase inhibitor CB-839 led to an 
instable level of ROS in the mitochondria of AML cells due to 
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impaired generation of the antioxidant glutathione (GSH), which 

culminated in the mitochondrial apoptotic death of these AML 
cells [34]. As the mitochondrial apoptotic pathway is induced, 

glutaminase inhibitor treatment in combination with BCL-2 

inhibitors confers a synergistic effect in eliminating AML blasts 

[35]. Moreover, in AML cases with isocitrate dehydrogenase 
(IDH) mutations, use of this CB-839 GLS inhibitor also led to a 

decrease in the production of 2-hydroxyglutarate, an onco-

metabolite. This further emphasizes the importance of glutamine 
metabolism in AML [31,36]. 

 

Targeting the Linked Asparagine and Glutamine 

Metabolisms in AML  
 
Asparagine is one of the eleven NEAAs and hence, is produced 

by the body itself in a reaction catalysed by the enzyme 

asparagine synthetase (ASNS), which uses aspartate and 

glutamine as substrates to produce asparagine and glutamine in a 
transamination reaction utilizing ATP [9,37]. However, if cells 

are unable to produce asparagine by this mechanism, they can be 

targeted and killed upon treatment with L-asparaginase 
(ASNase), an enzyme that hydrolyses glutamine and asparagine 

resulting in their subsequent depletion in the bone marrow and 

peripheral blood [23,38,39]. Such treatment with ASNase has 
been potent in haematological malignancies like lymphomas and 

acute lymbhoblastic leukemia (ALL), as the cancer cells in these 

cases  lack ASNS  and hence cannot replenish the lost asparagine 

post ASNase administration [40,41]. These low levels of 
asparagine and glutamine ultimately trigger certain downstream 

mechanisms like – (a.) activation of GCN2, a kinase that 

phosphorylates eIF2α, which causes a decrease in cellular 
protein synthesis [42]; (b.) induction of apoptosis to deplete 

lymphoma cells [43]; (c.) inhibition of mTOR – an effect 

specific to the glutamine-depleting function of ASNase, which 

also leads to a decrease in protein synthesis and disrupts cell 
survival mechanisms [29,44]. Hence, glutamine reduction is a 

crucial process that accompanies the anti-cancer effects of 

ASNase [23]. As compared to ALL, AML blasts are 
heterogeneous for ASNS expression and are generally more 

responsive to glutamine deprivation [38]. Heterogeneity could 
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contribute to AML resistance to asparaginase-based treatments. 

Interestingly, a study published in 2019 suggested that the 
CD34

+
CD38

+/-
 leukemic stem cells (LSCs) from AML patients 

show an intrinsic sensitivity to L-asparaginase treatment, but the 

microenvironment in the bone marrow has monocytic cells that 

can produce a lysosomal protease called cathepsin B, that is 
capable of degrading the ASNase. The AML cells (belonging to 

the FAB M5 category in this case) themselves may also produce 

this protease to inactivate ASNase and reduce treatment efficacy 
[45]. Moreover, ASNase with intrinsic glutaminase activity has 

been shown to be more effective in treating AML. One such 

ASNase, called Erwinase (derived from Erwinia chrysanthemi), 
has a glutaminase activity that is ten times superior to that of E. 

coli [46]. Of note, combination of ASNase with cytarabine  in 

AML therapy led to an improved survival length, the 

administration sequence of the two drugs being critically 
important [47,48]. 

 

Targeting Arginine Metabolism in AML  
 

Arginine has been deemed ―semi-essential‖ as under normal 

physiological conditions, the body is capable of generating 
arginine from other amino acids like proline, glutamine and 

glutamate [49]. However, in pathologic conditions like cancer, 

cells become auxotrophic for arginine [50]. Cancer cells rely on 
arginine as it generates polyamines, components of chromatin 

necessary for cell growth, proliferation and metastasis [51,52]. 

Arginine is also important for the generation of nitric oxide 
(NO), low levels of which seem to be pro-tumoral whereas high 

NO levels lead to cell death [53-55]. The enzyme 

argininosuccinate synthetase 1 (ASS1) of the urea cycle uses 

aspartate, citrulline and ATP to form argininosuccinate, which is 
converted to arginine by another enzyme called 

argininosuccinate lyase (ASL) [56]. Immunohistochemical 

analysis of AML samples confirmed that most cases did not stain 
positively for ASS1, while expressing ASL normally – making 

these AML cells dependent on extracellular sources of arginine 

[57,58]. Further analysis revealed that methylation of the ASS1 

gene promoter in AML samples as well as other lymphoma 
samples was the cause for arginine dependence in these cancers 



Immunology and Cancer Biology 

8                                                                                www.videleaf.com 

[57,59]. Moreover, it was found that cancer cells deficient in 

arginine undergo apoptosis or autophagy, or both when deprived 
of arginine [60]. It was shown that a pegylated form of arginine 

deiminase called ADI-PEG, derived from Mycoplasma, converts 

arginine to citrulline, thereby depleting AML cells from arginine 

to. AML cells lacking ASS1 enzyme showed activation of 
caspases, whilst cells with functional ASS1 were resistant to 

ADI-PEG 20 induced arginine deprivation. The same 

investigations showed that in patients deficient for ASS1, 
combination therapy using cytarabine and ADI-PEG 20 proved 

to be more potent than either single treatment [58]. Another 

enzyme arginase (ARGase) also participates in the urea cycle by 
converting arginine to ornithine [56]. In 2015, researchers 

showed that along with ASS1, another enzyme of arginine 

metabolism – ornithine transcarbamylase (OTC) was also 

deficient in AML blasts, with the simultaneous upregulation of 
cationic amino acid transporters CAT-1 and CAT-2B, which 

helped in the uptake of arginine from the extracellular milieu to 

make up for loss of functional ASS1 and OTC. They formulated 
the pegylated recombinant human arginase called BCT-100, 

which like ADI-PEG 20 depleted the arginine supply from AML 

blasts along with the intracellular arginine reserves, but unlike 
ADI-PEG 20 did not treat only ASS1-deficient AML, but both – 

ASS1 and OTC-lacking AML. BCT-100 also showed synergy 

with cytarabine treatment in AML [61]. This lead to 

development of ―arginine deprivation therapy‖ in cancers like 
AML, wherein the enzymes ASS1 and OTC served as 

biomarkers for response or resistance to such treatment. 

 

Alanine Metabolism in Cancers  
 

The production of alanine in the cell is regulated by the enzyme 
alanine aminotransferase (ALT), also known as glutamate-

pyruvate transaminase (GPT) – which uses glutamate and 

pyruvate to generate alanine and α-KG in a reversible reaction 
[62]. Two isoforms of ALT encoded by two different genes on 

two chromosomes exist – ALT1 (or GPT1) is encoded from 

chromosome 8q24.3 and represents the cytosolic protein, whilst 

ALT2 (or GPT2) is encoded from chromosome 16q11.2 and 
generates the mitochondrial protein [63]. The role of ALT has 
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been described in lung carcinoma cells. ALT inhibition using 

cycloserine and chloroalanine was found to disrupt alanine 
production and glucose intake by these cells, followed by a 

subsequent activation of mitochondrial metabolism - all of which 

ultimately led to a decline in proliferation and acquisition of a 

malignant potential [64]. Moreover, ALT function appeared to 
play a role in the development of extracellular matrix (ECM) 

through the formation of α-KG, which causes collagen 

hydroxylation by increasing certain enzymatic activities and thus 
acting as a crucial contributor to metastatic breast cancer [65]. 

Another instance of alanine metabolism has been described in 

pancreatic ductal adenocarcinoma (PDAC). In this case, the 
pancreatic stellate cells (PSCs) in the stroma around the tumor 

secrete alanine (via an autophagic mechanism induced by the 

tumor), which is then taken up by the PDAC tumor itself and 

fuelled into the TCA cycle via anaplerotic reactions that generate 
pyruvate. It is interesting to note that this secreted alanine is the 

major carbon source for the TCA cycle in these tumors, even 

beating the carbon derived from glutamine and glucose, which 
are the two main cancer promoting and cell survival carbon 

providers (66). This allows the use of glucose and glutamine for 

other reactions, depending on the demand of the cancerous tissue 
[66,67]. When it comes to AML, no direct link between alanine 

metabolism and cancer progression has been described yet. 

However, the liver kinase B1 (LKB1) is an important ―master 

kinase‖ of metabolism in various cancers, and is thought, for the 
most part, to act as a tumor suppressor in AML by 

downregulating the mTOR pathway and subsequently decreasing 

cell growth and survival [68]. Recently, it was found that LKB1 
regulates ALT activity and thus the pyruvate-alanine conversion 

in neural crest cells, in a pathway that relies on mTOR [69]. As 

LKB1 is highly active under nutrient-deficient conditions in 

AML, it could potentially affect alanine metabolism by 
regulating ALT activity in a similar manner, although this 

premise remains hypothetical. 
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Role of Amino Acids in “Stemness” and 

Leukemia Progression  
 

It has been established that for hematopoietic stem cell (HSC) 

sustenance, valine is essential, and depriving these HSCs of 
valine supplementation leads to a decrease in their overall 

numbers. More specifically, valine is necessary for the self-

renewal of HSCs [70]. Valine is a branched-chain amino acid 
(BCAA) – along with leucine and isoleucine [71]. BCAAs are 

involved in nutrient sensing (especially via leucine) and play a 

role in modulating the overall metabolism of cells, cell 
proliferation and protein synthesis via the AMPK and mTOR 

signalling pathways [72,73]. Catabolism of BCAAs takes place 

in two steps: the first is catalysed by the transaminases BCAT1 

(cytosolic) and BCAT2 (mitochondrial), which use a BCAA and 
transfer nitrogen to α-KG leading to glutamate and the 

corresponding branched-chain keto acid [74]. The latter and final 

step is catalysed by a common branched-chain α-
ketodehydrogenase (BCKDH) complex, which ultimately 

generates TCA cycle metabolites succinyl-CoA or acetyl-CoA 

[75]. This BCKDH has three subunits (E1, E2, E3-ligase) and a 

phosphatase activity called PPM1K. It dephosphorylates the E3-
ligase component and activates BCKDH activity to promote 

BCAAs breakdown [76]. As BCAAs are crucial to maintain 

HSCs, PPM1K functioning is important to maintain a certain 
threshold of these BCAAs and has been found to sustain 

―stemness‖ of not only HSCs, but also leukemia initiating cells 

(LICs) by ubiquitination-mediated regulation of p21 and MEIS1 
[77]. Moreover, PPM1K was found to promote AML 

development, thus highlighting the involvement of BCAAs in 

AML [77]. The role of BCAAs has now been sufficiently 

investigated to postulate that AML cells are ―addicted‖ to these 
amino acids for their stemness and propagation [78]. Leukemic 

stem cells (LSCs) are known to have a low level of OXPHOS 

(on which they rely for metabolism, as opposed to glycolysis-
dependent metabolism) as compared to other AML blasts, which 

have a relatively high OXPHOS signature [79]. However, LSCs 

seem to rely on BCL-2 (anti-apoptotic) and glutathione in order 
to sustain the low level of their mitochondrial output and avoid 

cell death [80]. Hence, using venetoclax (a BCL-2 inhibitor) has 
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been proposed to selectively target LSCs in AML [81]. LSCs 

harvested from primary AML tissue are enriched in amino acids, 
which sustain the aforementioned OXPHOS in these LSCs and 

hence promote their survival [82]. Azacitidine (a 

hypomethylation drug) in combination with venetoclax has been 

previously used in clinical trials to treat de novo AML and show 
a relatively strong response by mechanisms which target LSCs 

[83]. Jones et al used this combination therapy and saw that it 

lowered the amino acids load in LSCs, which could be another 
mechanism to decrease leukemogenesis and propagation of 

AML [82]. Overall, research has identified amino acids to 

sustain LSCs and hence given incentive to study the role of 
amino acids in blood cancers like AML. 

 

Amino Acid-Mediated Epigenetic Regulation in 

AML  
 

The role of metabolic pathways in the regulation of epigenetic 
processes has been established in recent years [84]. It is known 

that epigenetic alterations can modify expression of various 

metabolic genes (like those governing amino acid metabolism) 

Conversely, many epigenetic enzymes depend on and interact 
with various metabolites  [85]. As discussed above, α-KG is 

produced through various transamination reactions involving the 

amino acids glutamate and alanine, and also through the 
enzymes glutamate dehydrogenase and IDH [63,84]. Epigenetic 

enzymes TET (ten-eleven translocation) and JHDM (Jumonji-C 

domain containing histone demethylase) rely on this α-KG and 
iron (Fe

2+
) in the nucleus [86]. In AML, the IDH1 and IDH2 

mutations lead to production of the onco-metabolite 2-

hydroxyglutarate (2-HG), which competitively inhibits enzymes 

dependent on α-KG like TET2 (a DNA demethylase), leading to 
global or specific DNA hypermethylation, which ultimately 

disrupts HSC differentiation and seems to confer an overall pro-

leukemic effect [87,88]. EGL-9 family of hypoxia inducible 
factor 1 (EGLN1) is another DNA demethylase that uses α-KG 

as a cofactor and targets HIF-1α for proteasomal-mediated 

degradation [89]. The enzyme BCAT1 which is involved in 
BCAAs catabolism regulates the intracellular α-KG reservoir, as 

discussed above. A proteomic analysis of stem and non-stem cell 
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groups in AML samples showed enrichment of BCAT1 in LSCs 

[90]. The role of hypoxia-inducible factor 1α (HIF-1α) plays a 
major role to maintain LSC populations in AML [91]. AML 

stem cells that highly express BCAT1 have decreased α-KG 

concentrations, which hinder EGLN1activity and promote 

leukemia onset via HIF-1α in LSCs. This mimics the pro-
leukemic DNA hypermethylation effect observed in IDH mutant 

AML cells [90,92]. Hence, depletion of BCAT1 leads to an 

increase in the α-KG levels and thereby, an increase in EGLN1-
mediated degradation of HIF-1α, which disrupts the leukemia-

initiating ability of AML stem cells [90]. In conclusion, amino 

acids are important metabolites that affect cancer onset and 
propagation through various mechanisms, including epigenetic 

modifications. 

 

Conclusion  
 

A large amount of research and metabolic networking tools have 
been able to establish the pivotal role of amino acid metabolism 

in an array of cancers. Amino acids can be either pro-tumoral or 

tumor-suppressing, depending on the pathways they trigger in 

cancer cells [2]. The role of glutamine is well established in 
various cancers, including AML, and glutamine starvation has 

been a highly debated area in terms of anti-cancer therapy 

[15,29]. Even though glutamine evidently affects cancer 
progression and growth, other amino acids discussed in this 

review have also been shown to be significant in promoting or 

disrupting carcinogenesis. The role of asparagine has been 
highlighted in blood cancers, especially ALL, and hence 

treatment with L-asparaginase was an important milestone in 

ALL treatment, but was considered as subpar against AML [23]. 

However, the discovery of a mechanistic link between glutamine 
and asparagine in AML made it reasonable to use asparaginases 

with high glutaminase activit [38]. This provided a much needed 

boost to asparaginase-based anti-AML therapy. Arginine is 
another amino acid which has been shown to be an important 

tumor-promoting metabolite to cancer cells, including AML 

blasts [57]. The finding of intricate mechanisms that are based 
on enzymes like argininosuccinate lyase (ASL), that normally 

function in the urea cycle, led to the development of arginine-
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metabolism targeting anti-cancer drugs like ADI-PEG 20 [58]. 

Researchers were also able to increase the efficacy of standard 
cytarabine therapy by combining it with ADI-PEG 20, which 

appears as a success story in AML therapy, especially in cases 

that are ‗auxotrophic‘ for arginine [58]. Furthermore, the role of 

alanine has been highlighted in cancer [66]. Although there is no 
solid evidence of its role in promoting AML, it is supposed to act 

in tandem wilth the liver kinase LKB1 [69].  Leukemic stem 

cells (LSCs) are an essential area of research that has been 
discussed over the years with regard to AML [93]. Not 

surprisingly, the role of BCAAs and others in maintaining these 

LSC populations and thus being an important mediator in AML 
manifestation has been another key discovery [77,82]. Lastly, 

targeting the role of amino acids and the enzymes modulating 

amino acid metabolism in epigenetic regulation of gene 

expression in AML is a more recent and novel approach [89]. 
The importance of amino acids in regulating cancer metabolism 

in conjunction with several other metabolic pathways is 

emerging as an important hallmark that has led to the 
development of various drugs targeting amino acid metabolism, 

some of which are in clinical trials [2]. Studies highlighting 

various aspects of amino acids in cancer are an important pillar 
of metabolomics research that will certainly shape the future of 

therapeutic action against cancer. Finally, it did not escape the 

reader‘s attention that amino acids are major players in the 

normal landscape of physiology. It follows that anti-cancer 
interventions will require a high specificity. 
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ROS: Sources, Targets, Cancer, and Defense 

Mechanisms  
 

Different cellular organelles contribute to the production of free 
electron-radical and stable non-radical ROS (Reactive Oxygen 

Species). This includes lysosomes, cytoplasm, peroxisomes, and 
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endoplasmic reticulum [1]. Most importantly, eukaryotic 

mitochondrial membrane (complex I, complex II, complex III, 
inner membrane components) produces ROS through the 

electron transport chain. As shown in Reaction 1, it reduces 

oxygen into superoxide (O2
•-
) that can further be converted into 

hydrogen peroxide (H2O2) via dismutation [2]. 
 

 
 
Reaction 1: The Conversion of Oxygen (O2) into different ROS due to 

mitochondrial enzymes and processes. 

 
At physiological levels, ROS have a vital role in fertilization, 

intra/intercellular signaling pathways, and inflammatory immune 

responses against infections [3,4]. For instance, upon pathogen 

invasion, T-lymphocytes and phagocytes (eosinophils, 
neutrophils, and macrophages) release hydrogen peroxide, 

NADPH oxidase-dependent superoxide anion, and its derivatives 

[3]. Other cell types (fibroblasts, keratinocytes, endothelial, and 
muscle cells) produce ROS as a regulator of cellular signaling 

pathways, including growth, differentiation, progression, and cell 

death [3,5]. ROS can stimulate NFκB-pathway, a cell-cycle and 
pro-inflammatory pathway, directly by inhibiting its cysteine 

residues’ phosphorylation and oxidation or indirectly by 

inactivating and degrading I𝜅B𝛼 through inducing (1) 

phosphorylation of its tyrosine residues, (2) Cysteine-179 
residue’s S-glutathionylation, (3) and ubiquitination. NFκB-

pathway can also regulate ROS by inducing the expression of 

antioxidants as superoxide dismutase (SOD) and glutathione 
peroxidase (GPx) [6]. Similarly, mitogen-activated protein 

kinase (MAPK) pathway is regulated by ROS via (1) kinases 

[extracellular signal-regulated kinases (ERK), and c-JUN N-

terminal kinases (JNK)], and/or (2) p38 activation. Keap1-Nrf2-
ARE signaling pathway is regulated through inhibiting Keap1 

(Nrf2 inhibitor), increasing Ca
2+

 influx, or activating kinases 

(protein kinase C and MAPK…) that will activate Nrf2. Such a 
process detoxifies ROS by upregulating antioxidants. It is worth 

mentioning that high level of ROS can induce Nrf2 

phosphorylation and degradation through GSK3β. Other 
regulated pathways include ubiquitination/proteasome, 
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mitochondrial permeability transition pore (mPTP), and protein 

kinase pathways [6,7]. 
 

Elevated ROS level induces oxidative stress, a misbalance in the 

redox homeostasis that causes uncontrolled proliferation and 

damages to all cellular components, including proteins, lipids, 
and DNA. This could lead to aging and various pathologies 

(neurological, cardiovascular diseases, obesity, Fanconi anemia, 

cancer…). Zabłocka-Słowińska, K. et al. found that lipid 
peroxidation is higher in lung cancer patients compared to 

control subjects. This may be due to the direct/indirect 

antioxidant role of some components involved in lipid 
metabolism that are altered by the misbalanced redox state. 

Peroxidized products [4-hydroxynonenal (4-HNE), 

Malondialdehyde (MDA)…] downregulate antioxidants’ serum 

level (vitamin E, α-tocopherols) and generate point mutations in 
tumor suppressor genes that will trigger the necessary 

inflammatory response for cancer [8]. Similarly, protein and 

DNA high oxidation levels have been proven to contribute to 
gastric and colorectal carcinoma mechanism [9,10]. 

 

Furthermore, oxidative stress is involved in most cancerogenesis 
steps. As presented in Figure 1., it acts as the hallmark of cancer 

initiation, promotion, progression, and metastasis via inducing a 

prime tumor-microenvironment [11,12]. These cancers could be 

internal (breast, lung, liver, colon, prostate, ovary, and brain) or 
skin cancers [non-melanoma (NMSC) and melanoma skin 

cancers (MSC)] [13]. 

 
In addition to genomic instability, ROS induce the upregulation 

and stabilization of hypoxia-inducible transcription factors 

(HIFs) that will orchestrate expression of oncogenes , glycolytic 

enzymes, and proteins (GLUT1, GLUT3, hexokinases), and 
trigger angiogenesis [12,14]. HIF upregulates expression of 

vascular endothelial growth factor (VEGF) that will induce  

endothelial cell proliferation via the stimulation of several 
signaling cascades, including extracellularly regulated 

kinase/mitogen-activated protein kinase (ERK/MAPK) pathway 

[12]. Endothelial cell proliferation could also be triggered by 
CAFs (cell-associated fibroblasts). Chan et al. proved that H2O2 
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triggers the transformation of normal fibroblasts into CAFs, 

invivo, and invitro, through the NFκB signaling pathway. Then, 
CAFs will produce more ROS and promote the onset, 

propagation, and metastasis of tumors [15].  

 

Such a ROS-dependent microenvironment also induces 
immunosuppression. Despite that, as mentioned before, a low 

level of ROS does not impede immune cells; a high level 

prevents them to act. Both T-cell and natural killer cell 
proliferation and function are impaired. For example, ROS 

induced undifferentiated myeloid-derived suppressor cells and 

regulatory T cells (Tregs) inhibiting T-lymphocytes and inducing 
their apoptosis [16]. ROS can also inhibit T-lymphocytes 

activation and metabolism by inhibiting the mTOR signaling 

pathway and inducing Granzyme B-dependent cell death [16]. It 

is noteworthy to point out that this ROS-induced apoptotic 
mechanism varies in sensitivity amongst the different T-

lymphocytes subsets as follows: effector T cells > regulatory T 

cells > naive T cells > memory T cells. This shows that effector 
T cells are the least sensitive to ROS-induced apoptosis, while 

memory T cells are the most sensitive [16]. 

 

 
 

Figure 1: ROS induce cancer’s initiation, promotion, and progression. (1) 
Initiation of cancer occurs upon genomic instability, accumulation of 
mutations, and protein and lipids damage. (2) Then ROS trigger promotion 
upon inflammation (activation of immunological cells), oncogenes activations, 
and uncontrolled cellular proliferation. (3) Finally, metastasis/progression 
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occurs due to angiogenesis, tumor-environment, and activation of several 
signaling cascades. 

 

As shown in Figure 2., the antioxidants defense system is present 

to neutralize such an upregulation. This could be done via 
antioxidant proteins like superoxide dismutases (SOD1, 

SOD2…), glutathione peroxidase (GPx) that induce protective 

intracellular mechanisms, or through synthetic/natural 
consumable products (strawberry, pomegranate, carotenoids..). 

Such products include ROS scavengers that could strengthen the 

defense against oxidative stress [6,17]. 

 

 
 
Figure 2: The balance between ROS and antioxidants. At the physiological 
state, the antioxidant defense mechanism can induce redox homeostasis by 
preventing ROS’s upregulation. However, once an imbalance between ROS 

and antioxidants occurs in favor of the former, disruption of signaling 
mechanisms and molecular damages induce a pathophysiological state 
(pathologies and cancer). 

 

Base Excision Repair (BER) and ROS  
Overview of BER  

 
One of the primary DNA repair pathways involved in genome 

integrity is base excision repair (BER). It is responsible for 
repairing single-strand breaks or small DNA base damages, 

including oxidized, deaminated, and alkylated DNA damage 
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[18]. Such damages occur numerously each day, and their repair 

failure leads to highly mutagenic risk, pathologies, aging, and 
cancer [19]. As shown in Figure 3., it is divided into 2 sub-

pathways: short-patch BER (SP-BER) that repairs a single 

nucleotide and long-patch BER (LP-BER) that repairs 2 or more 

nucleotides. At least 11 different substrate specific-DNA 
glycosylases are known to be involved in the lesion splicing 

[18]. OGG1(8-oxoGuanine glycosylase) and MYH (MutY DNA 

glycosylase) are the most studied nuclear glycosylases due to 
their role in recognizing and removing ROS-induced oxidative 

DNA lesions, including 8-oxoGuanine. 

 
Contrary to OGG1, MYH does not directly identify the lesion 

but rather recognizes the adenine nucleotide opposing 8-

oxoGuanine [18]. Such an excision process will form an 

apurinic/apyrimidinic site (AP) site where APE1 
(apurinic/apyrimidinic endonuclease 1) will cleave the 

5’phosphodiester bond generating a single-strand break with 3′ 

hydroxyl and 5′ dRP termini. This will prepare the intermediate 
for the DNA polymerase that will insert the correct nucleotides 

followed by nick ligation via DNA ligase and its scaffold 

protein, X-ray repair cross-complementing protein 1 (XRCC1) 
[18]. 
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Figure 3: Schematic representation of base excision repair (BER) mechanism 

[20]. BER involves two sub-pathways (short patch repair and long patch 
repair). Both involve lesion recognition and incision through glycosylases 
and/or AP endonuclease, polymerization through polymerase activity, and 
ligation.Polβ (Polymerase-Beta), Polδ (Polymerase-Delta), Polε (Polymerase-
Epsilon), Lig III (Ligase III), XRCC1 (X-ray repair cross-complementing 
protein 1), RF-C (Replication factor-C), PCNA (Proliferating cell nuclear 
antigen), Fen1 (Flap-endonuclease 1), Lig I (ligase I). 

 

BER and Human Disorders  

 
Since BER repairs oxidative DNA damage, its dysregulation is 

the main driver of ROS-dependent pathologies due to an 
accumulation of point mutations. Such a dysfunction is cytotoxic 

and could be the cause of aging and its consequences:  stress, 

genomic instability, and appearance of variants [21]. This could 

be seen in various neurodegenerative diseases such as in 
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Alzheimer-patients were ligases, polymerases, endonuclease 

(APE1), and glycosylases (OGG1, MYH, NEIL1) were shown to 
be downregulated [22]. Meanwhile, APE1 was shown to be 

dysregulated in amyotrophic lateral sclerosis (ALS) patients 

[21,23]. Similarly, OGG1’s glycosylase activity is 

downregulated in Parkinson disease, another neurodegenerative 
disease [24]. Another type of disorders linking BER, oxidative 

stress, and oxidative DNA damage is currently observed in 

diabetes, where studies showed a decreased OGG1 protein 
expression [25]. In addition, recently, BER deficiency at 

expression and activity level was linked to Gorlin and 

Xeroderma Pigmentosum C diseases [26,27]. 
 

Unfortunately, BER’s dysregulation could generate dramatic 

consequences such as cell transformation. 8-oxoGuanine is the 

most common oxidative DNA damage that is induced upon 
oxidative stress [28]. If left unrepaired, it can pair with adenine 

forming G: C to T: A transversion and induce double-strand 

breaks during replication [28]. Such a damage is found in 
numerous internal cancers (prostate, lung, liver, esophageal, and 

kidney cancers) and skin cancer [29-33]. 

 

BER Variants/Mutations and Cancer (Skin and Internal)  
 

As mentioned previously, studies have shown a link between 

BER alterations and cancerogenesis [34].  
 

Loss of OGG1 protein has been studied by many researchers 

who shared a similar conclusion, linking OGG1’s absence to 
tumorigenesis. Upon OGG1 knockout, lung adenocarcinoma, 

and skin tumors (squamous cell carcinoma and sarcoma) 

developed in mice [35,36]. A double knockout in OGG1 and 

MYH induces a high frequency (65.7%) of lung and ovarian 
tumors and lymphomas [37-40]. Missense mutations in OGG1 at 

codons 85, 131, and 232 were linked to lung and kidney cancers 

[41]. Also, missense and nonsense mutations in OGG1 
(Cys326Ser, Val159Gly; Gly221Arg; and Trp375STOP) were 

related to breast cancer [42] Moreover, single nucleotide 

variations in OGG1 have been shown to be linked to an increase 
in cancer risk. This may be due to a lower activity level 
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compared to the wild type. Benitez-Buelga et al. showed that the 

rs2304277 variant downregulates its transcriptional expression, 
thereby contributing to ovarian cancer risk in BRCA1 mutation 

carriers [43]. Similarly, Tayyaba et al. showed that such a variant 

contributes to urothelial bladder carcinoma [44]. In parallel, 

rs1052133 OGG1 variant was linked to various cancers as breast, 
colon, stomach, kidney, orolaryngeal, bladder, colorectal 

cancers, and leukemia [45-50]. Rs113561019 OGG1 was 

suggested as a low penetrance contributor to colorectal cancer 
[51].  

 

Surprisingly, an upregulation in OGG1 protein is seen in various 
cancers as esophageal squamous carcinoma and ulcerative 

colitis-associated cancer [52]. This may indicate a persistence of 

oxidative stress and the inefficiency in OGG1’s activity despite 

its high expression. 
 

Studies have also shown a dramatic increase in cancer in the 

absence of MYH. A study involving MYH knockout in mice 
revealed significantly higher spontaneous tumorigeneses 

compared to control. Upon treatment with KBrO3, an oxidizing 

agent, small intestinal tumor incidences were substantially higher 
in MYH's absence compared to its presence [53]. P.Tyr179Cys 

MYH variant showed a breast cancer risk while MYH Gln324His 

polymorphism showed a direct link with lung cancer risk in the 

Japanese population [54,55]. MYH monoallelic mutations, 
including Y179C and G396D, have been shown to have a higher 

risk in colorectal, endometrial, gastric, and liver cancers, while 

biallelic MYH mutations increase urinary bladder and ovarian 
cancer [56,57]. 

 

Other BER factors’ variants/mutations were also linked to 

increased cancer occurrence. For example, APE1 Asp148Glu 
(rs3136820) is associated with breast and lung cancer [48,58]. 

XRCC1 Arg194Trp, Arg280His, and Arg399Gln were linked to 

various cancers like lung, stomach, bladder, and breast cancers 
[48]. Additionally, PARP-1 Ala762Ala and P53 Arg72Pro are 

significantly associated with cervical cancer [34]. While T889C 

Polβ point mutation increases membrane progesterone receptors, 
consequently, gastric cancer [59]. Polymerase mutations could 
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inhibit its expression/activity, thereby triggering the 

aggressiveness of cancer as breast cancer [60].  
 

On the other hand, BER’s overexpression (as APE1 and/or 

XRCC1) has also been detected in solid tumors and poor 

survival [61]. APE1’s overexpression promotes ovarian cancer, 
and polymerase’s overexpression (particularly Polβ) induces 

ovary, stomach, and prostate cancers [63,64].  

 

Base Excision Repair Targeted Treatment  
 

Cancer therapy is a modified chemotherapy that involves 
ionizing radiations or other types of DNA damaging cytotoxic 

process in addition to molecules that could augment the tumor-

killing and reduce resistance to therapy. Since base excision 

repair is an essential pathway in repairing DNA, targeting its 
factors could be interesting to kill tumor cells selectively.  

 

Methoxyamine is a small molecule that targets apurinic sites 
(AP) sites to block their repair by APE1. It is used as a potential 

targeting molecule in parallel to other chemotherapeutic agents 

as temozolomide (TMZ) or 1,3-bis-(2-chloroethyl)-1-nitrosourea 
(BCNU) that induce such sites in the DNA. This leads to the 

accumulation of DNA cytotoxic damages, thereby an induction 

of apoptosis. An important discovery about methoxyamine was 

its p53-independence, where usually loss of p53 is a common 
cancer resistance trait. Another strength point is its ability to 

target APE1 that plays an essential role in BER and regulating 

redox signaling. A phase 1 clinical trial has been conducted 
studying the combination of methoxyamine and TMZ in 

targeting solid tumors [65,66]. Other phase 1 and phase 2 studies 

are ongoing [63]. In 2019, Khoei et al. showed that 

methoxyamine enhances colon cancer cell lines' sensitization to 
the modified combined chemo- and radiation therapy. Such 

therapy included gamma radiation and 5-fluorouracil (5-FU), a 

cytotoxic molecule targeting DNA and RNA. Methoxyamine 
was shown to improve the efficacy of such a combined treatment 

by increasing the cytotoxicity and genotoxicity without 

increasing the gamma radiation dose [65]: CRT0044876 was 
conducted as another APE1-inhibitor that reduced the survival of 
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fibrosarcoma cells in combination with TMZ. Unfortunately, this 

was not the case in combination with ionizing radiation. It had a 
poor potentiation [63]. Two interesting agents, E3330 and 

Gossypol/AT101, NFκB and BCL2 inhibitors, respectively, were 

shown to bind to APE1 and inhibit its redox activity. Such agents 

could induce cytotoxicity solely or in combination with other 
cancer therapies in lung, lymphoma, prostate, adrenocortical, and 

glioblastoma cancers. More than 20 clinical trials are currently 

ongoing [63]. 
 

Loss of OGG1’s activity has also been registered as a potential 

process towards sensitizing cells to chemo- and radiotherapy 
[67]. After screening almost 25975 potential compounds, Tahara 

et al. found a promising new compound, SU0268, that could 

bind specifically to OGG1 in HEK293T and HeLa cells and 

inhibit its activity [67]. Similarly, SU0383 was developed to 
target MTH1, another 8-oxoguanine glycosylase. By inhibiting 

both glycosylases, oxidized bases will accumulate, forcing 

cancer cells to apoptosis. The effect of such inhibitors on animal 
cancer models is in progress [63]. TH5487, a recent OGG1 

inhibitor that prevents its binding to oxidized purines and 

prevents inflammatory responses, seems promising but needs 
further experimental studies within cancer cell models [63]. 

 

Researchers have also targeted PARP1 due to its role in 

activating OGG1’s expression and regulating oncogenes and 
tumor suppressors expression. Some PARP1 inhibitors are 

already   on the market as talazoparib and niraparib, targeting 

BRCA-deficient cancer cells (breast, ovarian, and peritoneal 
cancers) [63,68]. However, drug resistance through increasing 

PARP1 levels and activation of repair pathways as homologs 

recombination has emerged. Hence, researchers are trying to 

develop other inhibitors that could have better efficacy [63]. 
Other dual anti-cancer molecules, PD0332991 and LEE011, had 

shown a promising efficiency in targeting lung cancer cells by 

reducing PARP1 transcriptional expression and impairing 
OGG1-dependent BER, consequently inducing oxidative-cell 

death. Such treatment has its drawbacks. It depends on a link 

between RB1 (retinoblastoma protein), PARP1, and OGG1. 
However, RB1 is mutated in some cancer types as 
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retinoblastomas and small cell lung cancers. This may interfere 

with its efficacy. Therefore, further genomic and transcriptomic 
screenings are required before administration of this dual 

treatment as a potential PARP1 inhibitor can be foreseen [68]. 

 

Conclusion  
 
Base excision repair plays a significant role in protecting cells 

against oxidative DNA damage, single-strand breaks, and ROS-

cancerogenesis. Any variation/mutation or expression 
dysregulation in BER could alter its function in favor of 

cancerogenesis. However, targeting such a repair system to 

induce massive oxidative DNA damage in cancer cells could be 

a potential therapeutic process forcing cancers to cell death. 
Nevertheless, such an advanced targeted therapy seems 

challenging and needs further studies to avoid targeting normal 

cells and compensating their inhibition by activating other repair 
systems [63]. Immunotherapy and BER inhibitors combination 

could be one of the solutions to target cancer cells specifically by 

targeting specific cancer cell receptors and inhibiting repair to 
induce cancer apoptosis. Such combinatorial therapy has already 

resulted in intriguing and exciting findings.  
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Abstract  
 
Human skin is exposed, on a daily basis, to various exogenous 

threats including ultra violet (UV) solar rays. Long-term UV 

exposure can lead to serious consequences such as photo ageing, 
freckles as well as formation of either malignant or benign skin 

tumors. Such exposure activates distinct signaling pathways and 

triggers the formation of lesions whose regulation and repair are 
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fine-tuned and can determine the cell’s fate (survival, apoptosis 

or carcinogenesis). 

 

UV Radiation, Skin Penetration and Resulting 

Damage  
 

Solar UV radiation is sub-classified into UVA (320-400nm), 

UVB (280-320nm) and UVC (200-280nm). UVC is absorbed by 
the ozone layer rendering the UV spectrum reaching earth 

restricted to 95% UVA and 5% UVB. These two solar rays allow 

the induction of DNA lesions, thus playing a critical role in skin 
carcinogenesis. The more energetic UVB can be absorbed by the 

epidermis and superficial dermis; whereas the less energetic 

more penetrating UVA can reach deep into the dermis. 

 

 
 
Figure 1: UV skin penetration and molecular outcomes. 
Out of solar rays, UVA and UVB can penetrate the skin to reach deep into the 

dermis or be restricted to the epidermis respectively. UVB rays induce direct 
damages to the DNA and the formation of reactive oxygen species (ROS). 
UVA’s damage to the DNA is indirect via photosensitization reactions by ROS 
produced at a high rate. 
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On one hand, UVB irradiation generates direct damages to the 

DNA in the form of dimeric pyrimidine photoproducts including 
Cyclobutane pyrimidine dimers (CPDs), 6-4 pyrimidine-

pyrimidone photoproducts (6-4PPs) and Dewar isomers [3]. The 

latter are formed between two adjacent pyrimidine sites TT, CT, 

TC or CC. The 6-4 PPs are readily repaired in faster kinetics 
compared to CPDs where the TC and CC-CPD are the most 

mutagenic ones [4]. UVB also contributes to the generation of 

double-strand breaks via collapsing the replication forks at dimer 
sites and formation of reactive oxygen species (ROS) [5]. The 

generation of 8-hydroxy-2-deoxyguanosines (8-OHdG) was 

reported post UVB irradiation that leads to GT transversion. 
The majority of UVB-induced mutations are CT or CCTT 

transitions designated as the UVB signature mutation [6]. On the 

other hand, UVA damage to the DNA is indirect via reactive 

oxygen species that are generated at bigger amounts than UVB-
induced ROS. The most common UVA-induced lesion is 8-oxo 

guanine. CPDs’ indirect formation post UVA are mediated by 

chemically generated excited electronic states [7]. In addition to 
DNA damage, ROS can also contribute to lipid peroxidation and 

protein oxidation (figure 1). 

 

UV-Induced Apoptosis  
 

Apoptosis is triggered in irradiated cells by three different 
mechanisms. UV-induced DNA damage favors the activation of 

ataxia telangiectasia and rad3 related (ATR), ataxia 

telangiectasia mutated (ATM) and DNA-PK kinases that 
ultimately activates p53 via checkpoint kinase ChK1/2 as part of 

the DNA damage response. p53 regulates the transcription of cell 

cycle protein p21 and several pro-apoptotic factors including 

APAF1, NOXA, PUMA, Bax and Bak. This contributes to the 
arrest of the cell cycle. If damage repair fails, P53 via 

downstream effectors the modulation of mitochondrial 

permeability to allow the release of cytochrome c. APAF1, 
procaspase 9 and cytochrome c favor the formation of the 

apoptosome leading to the activation of caspase 9 then caspase 3 

[2]. Moreover, the production of reactive oxygen species post 
UV induces, in addition to DNA damage, lipid peroxidation, 

protein oxidation and the release of cytochrome c to mediate 
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another intrinsically triggered apoptotic pathway. One final 

mechanism of apoptosis is mediated via the extrinsic effect of 
UV in clustering death receptors, includng the tumor necrosis 

factor (TNF) receptor superfamily members the CD95 

(Fas/APO-1) or TRAIL, leading to the activation of a cascade of 

caspases from caspase 8 till caspase 3 [8] (figure 2). 
 

 
 

Figure 2: Mechanisms of UV induced apoptosis. 
UV irradiation triggers cell apoptosis by three different mechanisms. The first 
is mediated by p53 activation due to DNA damage that ultimately leads to the 
activation of caspase 9 followed by caspase 3. Reactive oxygen species 
generated by UV also induce apoptosis by enabling the release of cytochrome c 
from the mitochondria. One final mechanism is via UV mediated clustering of 

death receptors leading to the activation of caspase 8. 

 

UV-Induced Signal Transduction 

AKT Pathway  
 

The full kinase activity of Akt is achieved on one hand by its 

phosphorylation at two distinct sites, Thr308 phosphorylation via 
receptor tyrosine kinase activated PI3K and Ser473 by mTOR 

complex 2 (mTOR/Rictor; mTORC2) [9]. Its inhibition, on the 

other hand, is achieved by the tumor suppressor PTEN [10]. UV 

triggers tyrosine kinase receptors as well as the inhibition of 
PTEN to enable Akt activation post-irradiation [11]. This further 
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permits the activation of anti-apoptotic transcription factor NFκB 

[10] and p53 negative regulator MDM2 [12]. The latter together 
with Akt mediated inhibition of FOXO [13], pro-apoptotic 

forkhead transcription factor, and apoptotic proteins Bad and 

caspase 9 [14] infers an anti-apoptotic Akt mediated signal. Cell 

cycle progression is also achieved via the inhibition of nuclear 
translocation of cell cycle inhibitors p21 and p27 [15]. Akt also 

increases metabolic activity via the phosphorylation and thus 

inhibition of glycogen synthase kinase (GSK3) [16]. The 
outcome involves the modulation of protein synthesis and 

autophagy. The Akt-mediated inhibition of TSC2, tuberous 

sclerosis protein 2, leads to activation of mTOR/Raptor 
(mTORC1) that promotes translation via phosphorylation of 

eukaryotic initiation factor 4E (eIF-4E) binding protein-1 (4E-

BP1) and p70/p85 S6 kinase (S6K) [17] (figure 3). 

 

 
 
Figure 3: Physiological functions triggered by UV induced Akt signaling. 
UV induced Akt activation can induce the activation of several downstream 

cellular functions including inhibition of apoptosis, cell cycle progression, 
metabolic activity inductions and translation. Detailed description available in 

the text [2]. 



Immunology and Cancer Biology 

6                                                                                www.videleaf.com 

MAPK Pathway  
 

Another UV-activated pathway is the mitogen-activated protein 

kinase (MAPK) pathway with final effectors including the c-

JUN NH2 terminal kinases (JNKs), the extracellular signal-
regulated kinases (ERKs) and p38 kinases that regulate the 

activity of transcription factors NFκB and AP-1. The different 

forms of UV irradiation (UVA, UVB, UVC) explicit different 
modes of MAPK activation that is dose-dependent. 

 

UVA induced MAPK signaling  
 

UVA induces the activation of epidermal growth factor receptor 

(EGFR) that then leads to the phosphorylation of the 40S 
ribosomal protein S6 by p70

S6K
 (70-kD ribosomal S6 kinase) and 

p90
RSK

 (90-Kd ribosomal S6 kinase, also known as MAPKAP-

K1) [18,19]. The activation of p70
S6K

, on one hand, is achieved 

by different MAPK pathways phosphorylating four distinct sites. 
 

PI3K activation induces the phosphorylation at Ser411, Thr421 

and Ser424 while mTOR phosphorylates the Thr389 site. These 
four sites are phosphorylated by ERK1/2. P38 phosphorylates 

Thr389 and JNK added phosphate groups on both Ser411 and 

Thr389 [20]. On the other hand, ERK and JNK but not p38 
enable the phosphorylation/activation of p90RSK at Ser381 [21]. 

It should be noted that the inhibition of EGFR abrogated the UV 

induced phosphorylation of ERK but not p38 and JNK implying 

that EGFR mediated signaling to p90RSK and p70S6K is ERK 
[22] and PI3K dependent. These ribosomal kinases regulate 

various cellular functions like proliferation and differentiation. 

Moreover, UVA irradiation can direct cellular decision towards 
apoptosis triggered by p53 and JNK [23]. The latter being 

activated by sphingomyelinase (SMase) and thus ceramide 

hydrolysis [24] (figure 4).   
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Figure 4: UVA induced MAPK signaling. 

UVA activates EGFR that leads to the phosphorylation/activation of several 
downstream effectors including p70S6K and p90RSK. UVA mediated apoptosis is 
mediated by the activation of JNK, ATM, or SMase [1].  

 

UVB induced MAPK signaling  
MAPK mediated UVB induced activation of AP-1 via PKC  

 
UVB-induced activation of AP-1 implicates protein kinase C 

(PKC) that favors activation of JNK and ERK [25]. ERK further 

on mediates activation of AP-1 [26]. P38, however, was shown 

to be activated in EGFR dependent mechanism post UVB and 
that it further on led to apoptosis [27] (figure 5A).   
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MAPK-mediated UVB Induced Apoptosis  

 
UVB-induced p53 dependent apoptosis is mediated via the 

phosphorylation of the latter at Ser20 by JNK [28]. Nonetheless, 

p38 and ERK phosphorylate p53 at Ser15 [29] (figure 5B). 
Apoptosis is also mediated by the activation of the pro-apoptotic 

protein BAD. The phosphorylation of BAD is carried out by 

several kinases including JNK1, ERK downstream kinases RSK1 

and MSK1 and by p38 kinase allowing BAD’s dissociation from 
the anti-apoptotic Bcl-XL [30] (figure 5C).  

 

MAPK mediated UVB Induced Chromatin Remodeling  

 
The phosphorylation of nucleosome structural protein histone H3 

regulates its role in enabling gene expression and chromatin 
remodeling. Two phosphorylation sites are present on histone H3 

which are the Ser10 and Ser28. Ser10 phosphorylation is 

mediated via ERK and p38 [29] whereas Ser28’s 
phosphorylation is mediated by JNK, ERK and p38 kinases 

together with ERK and p38 downstream kinase MSK1 [31,32] 

(figure 5D). 

 
MAPK mediated UVB Induced Growth Control  

 
Growth control regulation can be mediated at either the 

transcriptional level via ribosomal kinases or at the translational 
level by translation initiation factors. UVB activates PI3K 

pathway triggering the phosphorylation of several downstream 

effectors like Akt and p70S6K [33]. Akt UVB-induced 

activation is mediated via MSK1 [34] (figure 5E). Moreover, the 
p38 kinase through its downstream effector MSK1 

phosphorylates eukaryotic initiation factor 4E (eIF-4E)-binding 

protein (4E-BP1) allowing its dissociation from eIF-4F, relieving 
the translational block and allowing cap-dependent translation 

initiation [35] (figure 5F).  
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Figure 5: UVB induced MAPK signaling. 

UVB can trigger different cellular functions via the activation of the diverse 
MAPK effectors. (A) UVB can, on one hand, activate PKC leading to the 
activation of AP-1 and, on the other hand, mediate the activation of p38 via 
EGFR that leads to apoptosis. (B) P53 phosphorylation is achieved by both 
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ERK and p38 at Ser15 and by JNK on Ser15. (C) BAD phosphorylation at 
Ser112 is facilitated by JNK1, RSK2 and MSK1. (D) Histone H3 is 
phosphorylated at two sites: Ser10 by ERK and p38 kinase and at Ser28 by 
ERK, p38 and JNK. MSK1, a downstream effector of ERK and p38, also 
favors the phosphorylation at Ser28. (E) UVB mediated activation of Akt is 

PI3K dependent and MSK1 can also be involved in such activation. (F) 4EBP1 
phosphorylation by the p38 kinase to MSK1 pathway favors its activation and 
dissociation from eIF-4E [1]. 

 

UV-Induced Mutations and Carcinogenesis  
p53  
 

p53 plays a critical role in the cell cycle arrest post-stress 

induction. It activates cell cycle checkpoints halting cycle 
progression allowing enough time for DNA damage repair. If the 

repair was unsuccessful, p53 aids in the commitment of the cell 

to apoptosis by the expression of several pro-apoptotic proteins. 
UV-induced activation of p53 is mainly mediated via (ATR) that 

phosphorylates checkpoint kinases (chk1/2) ultimately leading to 

p53 phosphorylation at Ser15 and Ser20 [36]. Mutations in p53 

can be mainly detected in squamous cell carcinoma and less in 
basal cell carcinoma. Such mutations carry the UV fingerprint C 

 T transition [37]. Such mutations hinder the pro-apoptotic 

activity of p53 resulting in amplification of DNA damage 
accumulating cells. That combined with UVR-induced 

upregulation of heat shock proteins poses a combined effect on 

carcinogenesis evident via their co-localization with mutant p53 

in squamous cell carcinoma [38]. 

 

PTEN  
 

Phosphate tensin homolog is a known inhibitor of the PI3K/Akt 

leading to the deregulation of cell proliferation and induction of 

apoptosis. Besides, PTEN also has a role in the regulation of 
DNA damage repair of NER and DSB. In the course of NER, 

Ming et al. showed that downregulation of PTEN expression in 

the epidermis of mice predisposes them to skin tumorigenesis 
upon UV irradiation [39]. One hypothesis involves the reduction 

of xeroderma pigmentosum C (XPC) expression upon PTEN 

downregulation via the Akt/p38 pathway. XPC is a DNA 
damage recognition protein in the nucleotide excision repair 
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pathway required for the identification of the UV induced DNA 

damages. The decrease of XPC thus allows the accumulation of 
CPDs and 6-4PPs. In DSB, PTEN downregulation leads to 

decreased Rad51 expression [40]. 

 

PTCH  
 

PTCH gene encodes for a membrane receptor in the sonic 
hedgehog (Shh) pathway. The later plays an important role in 

regeneration and re-differentiation of adult tissue. The canonical 

signaling in the Shh pathway starts with the biding of the Shh 

ligand to the transmembrane receptor Patched (PTCH) 
inactivating it. This will relieve the PTCH-mediated inhibition of 

smoothened (SMO). SMO will further on activate the 

downstream signaling to result in the translocation of the Glioma 
zinc finger transcriptions factors (Gli) to the nucleus to initiate 

transcription [41]. Some of the downstream expressed genes are 

involved in tumorigenesis and they include BCL2 for apoptosis 
resistance, SNAIL for epithelial-mesenchymal transition, Wnt2 

for cell stemness, and TGFβ for immune suppression among 

others [42]. PTCH mutations bear the UV signature CT or 

CCTT transitions. The latter allows the inactivation of PTCH 
and its role in the inhibition of smoothened (SMO) expression. 

Therefore, SMO can then mediate the activation of Gli1 

transcriptional factor resulting in tumor formation [43]. Such 
deficiency was recorded in 85% of BCC [44]. Gorlin syndrome 

is characterized with an increased predisposition to basal cells 

carcinomas due to a mutation in PTCH1 tumor suppressor gene.  
Charazac et al. reported that fibroblasts from Gorlin patients 

exhibit high radio-sensitivity. These cells appeared to manifest 

low expression and activity of base excision repair pathway 

proteins thus linking Gorlin clinical manifestations to possible 
defects in DNA damage response or repair capacity [45]. 

 

NRAS and BRAF  
 

NRAS and BRAF play a major role in the mitogen-activated 

protein kinase (MAPK) pathway. The binding of growth factor 
to their respective tyrosine kinase receptor activates this 

pathway. RAS GTPase then conveys the intracellular signaling. 
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Active Ras bound to GTP allows the recruitment of effectors 

including the RAF family of serine/threonine kinases that 
regulate cell proliferation. RAF further on activates MAP kinase 

kinase (MEK1/2) and then MAP kinase (ERK1/2). The latter 

promotes cell proliferation [46]. Activating mutations in these 

genes are mainly found in melanoma. Only a single mutation in 
either gene can exist at a time [47]. Mutations in either are of the 

activating type enhancing the MAPK signaling. BRAF most 

frequent mutation is a TA transversion.[48]. NRAS most 
frequent mutation is either a CA transversion or AG 

transitions in sun-exposed areas [49]. These mutations are not 

exactly a CT UV signature mutation, however, their 
comparison with the mutagenic profile in bacteria reveals that 

they may be derived from UVA mediated oxidative DNA 

damage [50].  

 
 
Figure 6: The sonic hedgehog pathway and the effect of UV irradiation.  

The SHH pathway controls the expression of several downstream effectors. a) 
In the inactive state, PTCH receptor inhibits SMO and thus preventing the 
translocation of Gli to the nucleus blocking transcription of underlying genes. 
b) However, in the presence of the Hh ligand the PTCH receptor becomes 
inactive losing its inhibitory effect on SMO favoring the activity of Gli in 
transcription. c) Inactivating mutation of PTCH induced by UV irradiation 
relieve SMO inhibition and activates the pathway to express downstream genes 
via Gli. SHH: sonic hedgehog, PTCH: patched receptor, SMO: smoothened, 

Gli: glioma transcription factor   
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RAC1 and PREX2  
 

PREX2 is a GTP/GDP exchange factor that can promote 

tumorigenesis via the inhibition of PTEN, a known regulator of 

the PI3K signaling pathway [51]. PREX2 also mediates the 
activation of the GTPase RAC involved in cell migration [52]. 

Large scale cancer genomic profiling revealed the involvement 

of mutations in these two genes with the melanoma oncogenesis 
[53, 54]. These genes interact to promote the PI3K/Akt [52, 55]. 

Mutations in the RAC1 gene possess the typical UV signature 

CT transition mutation in sun-exposed areas that allows the 

activation of RAC1 and the underlying signaling pathways [56]. 
PREX2 mutations are also mainly found in sun-exposed areas 

[54] where it inhibits PTEN annulling its effect in the inhibition 

of the PI3K pathway. 
 

Although other genes have been recorded to be involved in skin 

carcinogenesis, they do not possess a UV signature mutation 
profile signifying a different origin other than UV as their 

carcinogenesis initiator. The latter includes mutations in the cell 

cycle genes found in both basal and squamous cell carcinoma 

[57]. In addition, loss of p16INK4A was also identified in 
melanoma leading to the enhancement of CDK4 activity 

promoting proliferation [58]. 

 

UV-Irradiation Induced Immunosuppression  
 

Genetic mutations alone do not represent the only initiators of 
skin tumorigenesis. An intricate signaling network interplays 

with such mutations leading ultimately to tumor generation one 

of which is the UV irradiation-induced immune suppression. The 
first form of suppression is mediated via the defective antigen 

presentation activity of Langerhans cells. UVR leads to the 

elevation of IL6, IL10 and TNFα levels thus inhibiting the skin 
immune response by downregulating Langerhans cells activity 

[59]. Moreover, UV irradiation was found to have a negative 

effect on the number of natural killer cells in a UV dose-

dependent manner. The latter cells are implicated in anti-tumor 
and anti-viral infection [60]. UVB exposure also increases the 

expression of cyclooxygenase (COX-2) enzyme that catalyzes 
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the first step for the conversion of arachidonic acid to active 

prostaglandin involved in the inflammatory response. COX-2 is 
implicated in the development of several types of tumors [61]. 

Finally, one last activator of immune suppression is urocanic 

acid (UCA), a histamine deamination product highly available in 

the skin [62]. The inhibition of UCA with an antibody against it 
enabled the delay of tumor formation in irradiated skin [63].   

 

Conclusion  
 
Despite the filtration of the harmful UVC radiation by the ozone 

layer, the two remaining solar ultraviolet rays reaching the 

earth’s surface are proving to be hazardous. UVB radiation can 

directly damage the DNA of exposed cells while UVA can 
indirectly create such damage via the generation of reactive 

oxygen species. After such induced stress, the cells that fail to 

repair the damage can either be committed to apoptosis or persist 
where their damaged DNA progresses to the UV signature CT 

transition. These mutations have been identified in several genes 

correlated with skin carcinogenesis signifying a link between UV 
exposure and tumorigenesis. Moreover, UV irradiation activates 

several downstream signaling pathways including the Akt and 

MAPK pathways implicated in the regulation of cell 

proliferation, apoptosis and tumor promotion among many 
others. Finally, an additional instigator of tumor formation can 

be the UV-induced immune suppression where the inhibition of 

the action of some immune cells allows the cells’ harboring 
damage and tumors escape from the surveillance of the body. 

For that, possessing an active repair system is essential to 

eliminate such dangerous UV-induced lesions where any defect 
will give rise to diseases like Xeroderma Pigmenstosum and 

others with increased risks of skin cancers and 

neurodegeneration. 
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CD146: Generalities  
 

CD146, also referred to as Melanoma Cell Adhesion Molecule 
(MCAM), Hemopoietic Cell Adhesion Molecule (HEMCAM), 
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MUC18, S-Endo1, or A32 antigen, is a cell adhesion molecule 

essentially expressed on the entire vascular tree that belongs to 
the immunoglobulin superfamily [1]. It plays a significant role in 

regulating vascular permeability, cell-cell cohesion, leukocyte 

transmigration, angiogenesis, and tumor progression [2–4]. The 

extracellular domain of this single-pass membrane glycoprotein 
is composed of two variable regions (V) and three constant 

regions (C2) V-V-C2-C2-C2, while the intracellular domain is 

relatively short, containing a single tyrosine residue that may 
become phosphorylated [5,6]. Two membrane isoforms of 

CD146 exist, short and long, generated by alternative splicing of 

the transcript in exon 15, leading to a shift of the reading frame. 
Despite expressing identical extracellular and transmembrane 

domains, these two isoforms differ by their cytoplasmic tail. The 

short isoform (shCD146) displays a shorter cytoplasmic domain 

encompassing one phosphorylation site for protein kinase C 
(PKC) and an interaction site with proteins containing a PDZ 

domain. In contrast, the long isoform (lgCD146) displays two 

phosphorylation sites by PKC and a dileucine motif for protein 
targeting to the basolateral membrane [5,7]. Of interest, the 

expression of these isoforms is spatially selective. The long 

isoform is located at the cell junction and is involved in 
structural functions while the short isoform is essentially 

expressed at the apical membrane of the cell and contributes to 

angiogenesis [8] (figure 1). Also, shedding of membrane CD146 

proteins, as induced by matrix metalloproteinases, generates a 
soluble form (sCD146) that is detected in the sera of healthy 

people at a concentration around 260 ±60 ng/ml [9]. Of interest, 

CD146 is conserved among species [10,11]. Homologous 
proteins with similar sequences are found in mice, rats, chicken 

and zebrafish, hinting to its fundamental role in physiological 

development. 
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Figure 1: CD146 expression pattern and functions. 

 
CD146 is a transmembrane glycoprotein consisting of 5 

immunoglobulin like-domains. Two membrane isoforms for 

CD146 exists which differ in the intracellular domain: a short 

form with only 1 protein kinase C (PKC) phosphorylation site in 
addition to 1 PDZ binding domain and a long form containing 2 

PKC phosphorylation sites and 1 dileucine motif. The long 

isoform is primary expressed at the cellular junction but not in 
the tight or adherens junction, while the short isoform is located 

at the apical side of the cells and involved in signaling and 

trafficking. In addition to membrane CD146, soluble form of 
CD146 is generated by the action of matrix metalloproteinases 

(MMP) which shed the extracellular portion of protein. The 

membrane and soluble CD146 regulate endothelial permeability, 

leucocytes trafficking, and vessel formation and integrity. 
Besides, soluble CD146 induce tumor angiogenesis, metastasis, 

epithelial-mesenchymal transition, and growth. The use of the 

monoclonal anti-sCD146 M2J1 drastically reduces these effects 
and lowered tumor-associated coagulative events. JAM: Junction 

adhesion molecule 

 

CD146 Expression Pattern and Functions  
 
CD146 is expressed all along the vascular tree regardless of the 

vessel size and anatomical location, including endothelial cells, 

smooth muscle cells, and pericytes [12]. This distribution pattern 
is important for maintaining vessel architecture through 



Immunology and Cancer Biology 

4                                                                                www.videleaf.com 

heterotypic interaction among these cells via CD146 and its 

binding partners. As mentioned earlier, the long and the short 
membrane isoforms have different localizations on endothelial 

cells. lgCD146 is mainly stored intracellularly when the cells are 

not confluent. However, at confluency lgCD146 is redistributed 

to inter-cellular junctions, outside the tight or adherens junctions, 
and regulate cell-cell cohesion, paracellular permeability, and 

monocyte transmigration. shCD146 is involved in regulating 

endothelial cells adhesion, migration, proliferation, and 
consequently angiogenesis [8]. Of remark, CD146 was first 

identified on melanoma cells as a poor prognostic marker 

correlating with disease progression, but was later found to be 
expressed on various cancer cell lines such as breast, kidney, 

gastric, ovarian, and prostate cancers [1,7,13]. The mechanisms 

underlying CD146 upregulation on cancer cells remain to be 

found. Elevated membrane CD146 expression and high soluble 
CD146 concentration in plasma are associated with increased 

cancer cell proliferation, motility, metastatic dissemination and 

tumor angiogenesis along with a decrease in patients’ overall 
survival [14]. Moreover, CD146 is also expressed on several 

immune cell subsets, in particular on T lymphocytes [15,16]. 

Along this line, it was demonstrated that soluble factors in the 
tumor microenvironment induce CD146 expression on tumor 

infiltrating T lymphocytes. Indeed, the density of CD146 

expressed on tumor-infiltrating CD4+ T cells is higher than that 

on peripheral T cells [15,17]. Analysis of the RNA profile of 
CD4+ CD146+ T cells from peripheral blood shows high levels 

of genes associated with Th17 cells (IL-17A, ROR-γ, IL-22, IL-

26, IL-23R, CXCL-13, IL1-β, GM-CSF) which exacerbate 
inflammatory reactions and indirectly promote tumor 

progression [16]. Also, Th17 cells contribute to auto-immune 

diseases progression as in multiple sclerosis (MS) and systemic 

sclerosis (SS). In fact, CD146+Th17 cells constitute the principal 
T-cell subset in the cerebrospinal fluid of MS patients and is 

considered as a poor prognostic marker [18]. Finally, CD146 

was found to be expressed on the intermediate and extra-villous 
trophoblasts [19,20].   
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CD146 Ligands and Signaling  
 

Initially considered as an orphan receptor, successive studies 

have identified new ligands for CD146 (table 1). Most of the 

newly discovered ligands emphasize the role of CD146 in 
angiogenesis as these ligands were found to promote angiogenic 

effects on endothelial cells. For example, in one study, authors 

showed that netrin-1, a neuronal guidance molecule, induces 
HUVEC cell proliferation, migration, and tube formation by 

interacting with CD146 but not VEGFR2 [21]. They also showed 

that netrin-1 binds to the domain IV of CD146 to induce 

activation of P38 and Erk1/2, a characteristic signaling pathway 
implicated in VEGFR2 signaling, and relied this effect to the fact 

that CD146 also acts as a co-receptor for VEGFR2. Indeed, 

siRNA experiment targeting CD146 abolished the angiogenic 
effects of netrin-1 on HUVECs while the knock-down of 

VEGFR2 barely induced similar results. In the same study, the 

authors used a monoclonal anti-CD146 antibody, AA98, which 
blocks CD146. They showed that netrin-1 lost its angiogenic 

effects after treating HUVECs with AA98. Consistently, AA98 

efficiently reduced the number of blood vessels in Matrigel plugs 

conditioned with netrin-1 and grafted in mice, when compared to 
the group treated with netrin-1 without the antibody. Likewise, 

in a zebrafish embryo model, antisense morpholino 

oligonucleotides (MO) targeting CD146 inhibited netrin-1-
induced angiogenesis and blocked the development of 

parachordal vessels. These data underscore the relevance of 

CD146 as a potent angiogenic molecule both in vitro and in vivo 
and highlight the capability of CD146 to mediate angiogenic 

signals even in the absence of conventional pro-angiogenic 

molecules like VEGF or b-FGF.    

 
Galectins are a family of soluble carbohydrate-binding lectins 

which mediate cell-to-cell and cell-to-ECM adhesions. As 

glycosylation accounts for nearly 35% of CD146 apparent 
molecular weight, it was tempting to speculate that CD146 could 

interact with sugar-binding proteins such as lectins. In particular, 

galectin-1, a protein produced by vascular, interstitial, epithelial, 

and immune cells, was found to interact readily with N-linked 
oligosaccharides of membrane CD146 and signal to protect 
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endothelial cells from apoptosis as well as to regulate 

angiogenesis [22]. In this study, Jouve et al. evidenced that 
CD146 is mainly N-glycosylated and validated its interaction 

with galectin-1. They showed that galectin-1, by binding CD146, 

was protecting endothelial cells from apoptosis. In addition, in 

vivo experiments in zebrafish showed impaired vascular network 
formation and poorly developed intersomitic vessels upon 

knocking down galectin-1 [23] and CD146 [2] respectively. 

Moreover, in a galectin-1 knockout (KO) mouse model [23], 
tumor growth was markedly impaired and this effect was 

attributed to a weak tumor angiogenesis. In the same way, 

administration of anti-CD146 monoclonal antibody, AA98, 
potently reduced tumor vessel formation in nude mice 

xenografted with human tumor cells (SMMC7721, SK-LMS-1, 

SW1990). Another study by Thijssen et al. [24] showed that 

galectin-1 is significantly upregulated on activated endothelium 
and positively correlates with strong angiogenesis by 

augmenting VEGF receptors and H-RAS signaling and 

phosphorylation. Thus, galectin-1 effect on angiogenesis could 
be, at least in part, mediated by CD146, which is indeed a 

coreceptor for VEGFR2. Importantly, it was recently described 

that endothelial CD146 binds platelet-derived growth factor 
receptor-β (PDGFR-β) on pericyte and regulates the PDGF-

induced activation of PDGFR-β signaling [25]. By this 

mechanism, CD146 appears to have a crucial role in recruiting 

adjacent pericytes in the endothelium and hence stabilizing the 
developing vessels. All other ligands that are documented in the 

literature to interact directly with CD146 are summarized in 

table 1 along with the consequent biological significance.  
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Table 1:  CD146 binding partners and ligands. A summary of proteins 
validated to interact with membrane CD146 and the consequent biological 
effects. 
 

 
 

CD146 Mechanism of Action  

 
CD146 is mainly a monomeric protein. However, it can dimerize 

and multimerize in response to physiological stimuli [35]. 

Indeed, the stimulation of endothelial cells with VEGF or by 
means of anti-CD146 AA98 antibody results in receptor 

dimerization as revealed by FRET (fluorescence resonance 

energy transfer) technology. This dimerization leads to 

conformational changes in CD146 structure and induces changes 
in ligand binding. However, whether this dimerization causes 

receptor auto-activation and -phosphorylation is not elucidated 

yet.   
 

Indeed, CD146 can interact with diverse ligands that mediate and 

alter endothelial functions (figure 2). In fact, CD146 activation 
induces the phosphorylation of p125FAK and paxillin along with 

p59fyn recruitment in cultured endothelial cells, leading to actin 

cytoskeleton reorganization and activation of transcription 

factors that modulate cell migration and survival [36]. Moreover, 
the intracellular domain of CD146 interacts physically with actin 

linked proteins of the ERM (ezrin-radixin-moesin) family, 

bringing them to the level of membrane protrusions. This 
CD146-mediated formation of microvilli like extensions will 

then allow the activation of RhoA by sequestering RhoGDI1 

(Rho guanine nucleotide dissociation inhibitory factor 1), leading 

to an increase in cell motility. In addition, the stimulation of 
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melanoma cells with Wnt5a induces CD146 redistribution within 

polarized structures known as W-RAMP (Wnt5a-mediated 
Receptor-Actin-Myosin Polarity), leading to membrane 

retraction and cell migration in a RhoA-mediated mechanism 

[37]. Finally, a defect in CD146 expression is associated with an 

upregulation of the canonical Wnt pathway and a 
downregulation of the non-canonical pathway [38].  

 

On endothelial cells, both VEGFR2 and CD146 extracellular 
domains were found to interact physically even without VEGF 

binding [30]. A study showed that CD146 dimerizes upon 

VEGF-A stimulation in a mechanism involving RAC1, Nox4, 
and ROS production [39]. The inhibition of CD146 using 

siRNAs, miRNAs, or inhibitory antibodies as AA98 decreased 

VEGF-A-induced VEGFR2, p38/MAPK, and AKT 

phosphorylation and reduced NFκB activation in HUVECs [30]. 
Similarly, in lung vascular endothelial cells from CD146KO 

mice, VEGF-A stimulation resulted in decreased VEGFR2 and 

FAK phosphorylation [40]. Also, by regulating further junctional 
proteins such as VE-cadherin and PECAM, CD146 mediates 

VEGF-induced permeability in endothelial cells.  

 
As mentioned earlier, CD146 can interact with netrin-1 and 

mediate angiogenesis [21]. Indeed, silencing CD146 in Zebrafish 

inhibits netrin-1-induced vascularization. However, netrin-1 does 

not always stimulate angiogenesis. The controversy about its 
angiogenic role is attributed to the binding partner, as netrin-1 

preferentially binds CD146 at low concentrations but UNC5B at 

high concentrations. Indeed, netrin-1 has higher affinity for 
CD146 as compared to its cognate ligand UNC5B. By binding 

UNC5B, signals will be triggered to counteract those of CD146 

and thus inhibit angiogenesis [21]. On the other hand, netrin-1 

can induce CD146 dimerization and VEGFR2 phosphorylation, 
and the inhibition of CD146 decreases netrin-1 effect on 

HUVEC migration, proliferation, and tube formation in vitro by 

reducing VEGFR2, ERK1/2, and p38 activation.  
 

Soluble CD146 is also involved in activating several signaling 

pathways. Stalin et al. showed that soluble CD146 binds 
angiomotin P80 on endothelial progenitor cells and HUVECs 
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and regulates vessel formation and cell migration [9]. 

Mechanistically, soluble CD146 triggers a signalosome 
constituted of angiomotin, short CD146, VEGFR1, VEGFR2, 

and presenilin-1 in lipid rafts and phosphorylates VEGF 

receptors 1 and 2 on endothelial cells [41]. Within this 

signalosome, soluble CD146 promotes the proteolytic cleavage 
of short CD146 extracellular domain through matrix 

metalloproteinases /a disintegrin and metalloproteinase 

(MMP/ADAM), followed by intracellular cleavage of the 
cytoplasmic domain by presenilin-1. The generated so-called 

short CD146 intracellular fragment (shCD146 IC) will be then 

translocated to the nucleus where it associates with the 
transcription factor CSL to regulate the transcription of FADD, 

Bcl-xl and eNOS genes that are involved in cell survival and 

angiogenesis [41]. 

 
Soluble CD146 also significantly contributes to tumor 

progression in different manners. This form, by associating with 

its cognate binding partners on cancer cells, activates the 
oncogene c-myc which in turn activates signaling pathways 

leading to increased cell proliferation and migration [42]. 

 

 
 

Figure 2: Schematic representation of CD146 cellular localization and 
regulation.(MEIS1: Myeloid Ecotropic Viral Integration Site 1; HIF1-α: 
Hypoxia-inducible factor 1 alpha; TGF-β: Transforming growth factor-beta; 
IFN-γ: interferon-gamma; BMP-4: Bone morphogenetic protein 4; ox-LDL: 
oxidized low density lipoprotein; ZBTB7A: Zinc finger and BTB domain-

containing protein 7A; FAK: focal adhesion kinase; BAD: Bcl-2 associated 
agonist of cell death; ERM: Ezrin, radixin, and moesin; PLC-γ: Phospholipase 
C-gamma). 
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CD146 in Physiological Angiogenesis  
CD146 in Embryonic Angiogenesis  
 
The first direct evidence highlighting the significance of CD146 

in physiological angiogenesis came from in vivo experiments in 

Zebrafish [43]. Gicerin, the chicken homologue of human 
CD146, was overexpressed in zebrafish embryos to assess its 

impact on vascular development. Multiple gicerin constructs 

were designed to code for either the full-length receptor, the 
extracellular domain, the cytoplasmic domain, or constructs 

devoid of cytoplasmic domain. These experiments showed that 

mRNA encoding the extracellular domain of gicerin or gicerin 

lacking the cytoplasmic domain abrogate intersegmental vessels 
(ISVs) sprouting and inhibit angiogenic vessels development as 

confirmed by microangiography 55 hours’ post-fertilization. 

Constructs solely encoding immunoglobulin domain I of 
gicerin’s extracellular segment led to vascular anomalies in the 

embryos. At variance, overexpression of domains II to IV didn’t 

impact vascularization. Thus, the first immunoglobulin domain 

of gicerin is highly relevant for efficient angiogenesis in 
zebrafish. Similarly, knocking-down gicerin in zebrafish 

embryos using antisense morpholino that disrupt protein 

translation resulted in anomalies in blood circulation 48 hours’ 
post-fertilization but also abnormal phenotype linked to 

pericardial edema. Alongside, microangiography in gicerin 

morphants revealed incomplete formation of ISVs with no 
sprouting, while in situ hybridization technique validated the 

absence of vascular markers as kdrl and fli1a in the ISVs 24 

hours’ post-fertilization without any detectable changes in 

VEGFR2 expression. Of interest, both the hemangioblast and 
angioblast specific markers, scl and fli-1a, were not altered in the 

gicerin morphants, suggesting that gicerin selectively inhibits 

angiogenesis with no effects on vasculogenesis. Expectedly, the 
angiogenic defect in gicerin morphants was rescued upon 

injecting synthetic gicerin mRNA. Concomitant with these 

results, gicerin was also found to be essential for VEGF-A 

signaling. In fact, induced expression of VEGF-A in zebrafish 
embryos resulted in ectopic vessel formation in common cardinal 

vein (CCV), a phenomenon that was abolished when embryos 

received gicerin-morpholino together with VEGF-A mRNA. 
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This suggests that gicerin is indispensable for VEGF-A-induced 

angiogenesis. In another study by Chan et al. [4], CD146 was 
found to have a critical role in ISV development specifically by 

modulating the lumen size in blood vessels. Intriguingly, whole 

mount in situ hybridization experiments in 24 hour-old zebrafish 

embryos revealed the localization of CD146 in the dorsal aorta, 
caudal artery, caudal vein, and the sprouting ISVs, thereby 

highlighting the fundamental role of CD146 in vascular 

development. In accordance with the aforementioned results, 
disrupting CD146 protein sequence using morpholino 

oligonucleotide (MO) that deletes the amino-terminus region 

(V32 to T57) or totally abrogates protein expression resulted in a 
circulation shunt that led to partially bypass the caudal artery-

vein system. Moreover, microangiography revealed that while 

both control and CD146 morphants expressed similar ISVs 

density, the vessels were narrower in the latter and the blood 
circulation was reduced. Moreover, Halt et al. elucidated the 

function of CD146 in mouse embryonic kidney development ex 

vivo [44]. This study unraveled a heterogenous population of 
endothelial cells in the embryonic kidney that variably stained 

for the markers CD31, VEGFR2, and CD146. Of interest, 

despite depleting CD31+ ECs from embryonic kidneys, 
regeneration of the endothelial cell network took place. On the 

contrary, the depletion of CD146+ ECs abolished this 

phenomenon. Additionally, it was found that CD146+/CD31- 

ECs potently regenerate a pool of CD31+ ECs following their 
depletion which then incorporate into the developing vessels of 

the embryonic kidneys. Hence, CD146+/CD31- cells exhibit a 

pivotal role during embryonic kidney development as they prove 
to act as progenitors for CD31+ ECs. From a therapeutic 

perspective, these findings raise the interest of using CD146+ EC 

progenitors in the treatment of endothelial injury in adult kidneys 

owing to their fundamental role in maintaining and stabilizing 
renal vasculature. In general, CD146 appears to be an 

indispensable factor in vascular development and structure 

(lumen size, morphology) by mediating a series of cellular 
events that ultimately lead to dynamic changes in the 

cytoskeleton during development. This conclusion is strongly 

supported by the fact that CD146 interacts with actin 
cytoskeleton in HUVECs and modulates the expression of 
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several integrins of the β1 family on these cells [45]. Several 

studies have emphasized that sCD146 concentration is 
significantly increased in sera of patients with chronic kidney 

failure compared to healthy controls [46]. Concomitantly, serum 

sCD146 was found to be elevated in patient with diabetic 

nephropathy with a gradual increase in this concentration relative 
to the stages of the disease (stage IIIb: 558.6 ±87.5, stage IV: 

519.3 ±80.8, stage V: 619.7 ±32.5 versus control: 268.0 ±45.0 

ng/ml), a phenomenon which is also seen in patients with 
chronic renal failure. Indeed, sCD146 is a hallmark of 

endothelial damage, explaining the positive correlation between 

its serum concentration and disease progression.  

 

CD146 in Pregnancy  
 
The sustainability of many animal species is guaranteed by 

sexual reproduction. During this process, genetic material carried 

by a motile gamete fuses with that of a stationary gamete to give 
rise to a zygote. Afterwards, cells undergo mitotic divisions to 

form a blastocyst which will be implanted into the endometrium 

of the uterine wall. In fact, implantation is considered to be the 

most critical step in pregnancy and any factor perturbing this 
phenomenon will ultimately leads to miscarriage. Recently, 

several studies have addressed the physiological role of CD146 

for successful pregnancies. For instance, Liu et al. showed that 
CD146 is uniquely upregulated on both receptive maternal uteri 

and invasive embryonic trophoblasts during early stages of 

pregnancy but not on non-pregnant uterus [19]. Indeed, a 
harmonized cascade of events occurs prior to blastocyst 

implantation. This includes a potent increase in the expression of 

adhesion molecules on the receptive endometrium like L-selectin 

and integrins which facilitates embryo implantation. Meanwhile, 
embryonic trophoblasts secrete matrix metalloproteinases and 

upregulate the expression of several adhesion molecules (VE-

cadherin, α4β1) to enhance their invasive capabilities for 
reaching the spiral arteries. Of interest, a positive correlation 

exists between trophoblastic invasive potential and CD146 

expression. It was found that CD146 is preferentially expressed 

on invasive trophoblasts, intermediate trophoblasts, but absent 
on the non-invasive ones, cytotrophoblasts and 
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syncytiotrophoblasts [20]. In accordance, women suffering from 

pre-eclampsia expressed significantly lower CD146 levels on 
intermediate trophoblasts which hinders their invasive 

capabilities. Noteworthy, CD146 expression on the endometrium 

was found to be stringently specific and temporal; highly 

upregulated in early stages of pregnancy but totally lost 
afterwards and mostly absent in non-pregnant uterine 

endothelium [19].  Moreover, in vitro experiments using the 

antibody AA98 revealed a potent decrease in trophoblast 
attachment to uterine endothelial cells along with remarkable 

reduction in trophoblast outgrowth as compared to isotype 

matched mouse IgG-treated cells, hence validating the 
significance of CD146 in mediating proper embryo implantation. 

Similarly, in vivo administration of blocking anti-CD146, AA98, 

into the left uterine horn of pregnant mice (3.5 days post coitum) 

resulted in no or few poorly developed embryos while well-
developed embryos were found in the right uterine horn that 

received isotype-matched control IgG [19]. Also, 

immunohistochemical analysis using anti-CD31 validated the 
poor neovascularization in the AA98-treated uterine horn, which 

suggests and reinforces the fundamental role of CD146 not only 

in early embryonic attachment and development but also in 
inducing adequate neovascularization leading to a successful 

pregnancy. Of note, CD146KO mice were found to be fertile, 

which suggests that other adhesion molecules may functionally 

compensate the loss of CD146 in vivo or some of CD146 
functions may be operated, at least in part, by some other 

protein(s). 

 
Of putative clinical importance, sCD146 is regarded as an 

important factor during pregnancy and is detected in sera of 

pregnant women. Its concentration fluctuates according to the 

embryonic developmental stage and can reflect several 
pregnancy-associated malignancies [47]. Notably, sCD146 is 

potentially a biomarker for selecting the optimal embryos during 

in vitro fertilization (IVF). In fact, Bardin et al. showed that the 
concentration of sCD146 was elevated in the culture 

supernatants from blastocysts that failed to implant into the 

uterine wall while those that successfully embedded into the 
endometrium produced significantly lower amounts (1310 vs 
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845 pg. mL-1) [48]. Given the bright expression of CD146 on 

early embryonic blastocyst and building on the aforementioned 
data, it is tempting to speculate that the increase of sCD146 in 

the supernatant of the in vitro fertilized embryos is the result of 

MMPs-mediated shedding of membrane CD146. This will 

decrease CD146 surface expression and subsequently diminish 
the potential of a successful uterine implantation. Thus, high 

membrane CD146 and low concentration of sCD146 contribute 

to an effective embryonic attachment, placental vascularization, 
and embryonic development. This could thus represent an 

innovative method for selecting embryos during in vitro 

fertilization. 
 

CD146 in Adult Angiogenesis  
 
Angiogenesis is a vital physiological process that ensures 

adequate delivery of blood and nutrients to all body parts. 

Several studies have highlighted the central role of CD146 in the 
development of the vascular system and other postnatal 

biological processes. Postnatally, the expression of CD146 

becomes stringently regulated and shows tissue selectivity [12]. 

Wang et al. showed that the physiological expression of CD146 
is restricted to limited normal tissues in adults and that its 

adhesive strength is relatively weak as compared to other cell 

adhesion molecules [49]. CD146 expression was found to be 
spatiotemporally regulated, increased under circumstances such 

as inflammation for a period of time and then returned back to its 

basal expression levels. Indeed, the alternating mode of 
expression of CD146 in adult is not a random process but on the 

contrary finely tuned by various factors in response to body 

changes and stimuli. Unlike the prenatal life, species are more 

exposed to environmental and developmental changes 
postnatally. In fact, one of the mechanisms by which the body 

adapts to changes is by modifying the expression of adhesion 

molecules as CD146. For instance, from the onset of puberty and 
menstrual cycles in females, CD146 expression on the 

endometrial endothelial cells becomes elevated which in turn 

sensitizes the cells to angiogenic stimuli thus facilitating the 

repair phase [50]. Investigations focusing on the role of CD146 
in organogenesis revealed its significance in kidney, liver, and 
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retina development and vascularization [44,51]. Moreover, rapid 

proliferation of cells, a phenomenon typically occurring during 
wound healing and normal body growth, is characterized by a 

robust increase in CD146 expression which allows active 

interaction between cells themselves as well as with the 

surrounding microenvironmental structures. So, CD146 helps 
transmitting signals inside the cells to accordingly modify their 

proliferative, migrative, and invasive potentials. Simultaneously, 

CD146 mediates and regulates a series of events leading to 
angiogenic responses. In particular, CD146 activates NF-κB in 

endothelial cells, a feature relevant to tip stalk-cell selection 

[52]. In the same way, sCD146 was shown to be indispensable in 
the vascular repair mechanism and to be an inducer of post-

ischemic neovascularization [53].    

 

CD146 in Pathological Angiogenesis  
CD146 in Miscarriage  
 

Approximately 10 to 15 % of fertile women experience 

unexplained pregnancy loss, of which 5% suffer from 
consecutive spontaneous abortion [54]. The first evidence 

highlighting the implication of CD146 and its soluble form in 

pregnancy complications, precisely miscarriage, came from a 
study initiated by Pasquier et al. In this clinical study involving 

one hundred women with unexplained pregnancy loss versus 100 

age-matched control women, the authors revealed that sCD146 
plasma concentration significantly correlates with cases of 

pregnancy loss [47]. Indeed, the plasma concentration of 

sCD146 was significantly elevated in patients as compared to 

healthy subjects (279.2 ±61.2 vs 241.1 ±46.7 ng/ml). Of interest, 
sCD146 plasma concentration was shown to be potently 

upregulated in the group of patients suffering from early 

pregnancy loss upon stratifying patients according to the 
gestation time at which spontaneous abortion occurs. The 

increase in sCD146 parallels endothelial damages and vascular 

anomalies. This result is in accordance with other studies 

demonstrating sCD146 as a molecule impeding trophoblast 
invasiveness and consequently placenta vascular development. 

For instance, sCD146 inhibited extravillous trophoblast (EVT) 

outgrowth and tube like-structure formation in vitro by 
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negatively regulating their migratory and invasive properties 

[55]. In humans, these results are reflected by downregulation of 
sCD146 plasma concentration during physiological pregnancy, 

hence allowing trophoblasts to invade the endometrium to reach 

the spiral arteries. A study on 50 pregnant women also showed 

that sCD146 levels decrease in plasma as compared to non-
gestational women. Indeed, repetitive systemic injection of 

recombinant sCD146 into pregnant rats reduced fertility and 

hampered embryos implantation by inhibiting glycogen cell 
(analogous to human cytotrophoblast) migration into the 

decidua. Alongside, another study showed that CD146 is strictly 

required during the implantation window (time at which the 
blastocyst adheres to the uterine wall) where its expression 

robustly increases on both the endometrium and the extravillous 

trophoblasts after which it starts to progressively faint [56]. 

Undoubtedly, abnormal expression of CD146 during this critical 
period or external interference with CD146 expression using 

blocking antibodies such as AA98 led to either fetus anomalies 

due to irregular vascularization or pregnancy miscarriage. In 
view of these results, sCD146 can be considered as a novel 

biomarker to predict obstetric anomalies and endometrial 

vascular development problems. 

 

CD146 in Ocular Diseases  
 

The retina is regarded as a physiological model for studying and 

analyzing angiogenesis. It is considered as an accessible organ 

relative to other parts of the body, and given its well-organized 
vascular anatomy, multiple animal models have been developed 

to study different vascular anomalies associated with ocular 

diseases. In fact, the retina is well compartmentalized into 
vascular and avascular regions as the human central retina is 

devoid of vessels. This characteristic mode of vascularization is 

extremely important for preserving healthy vision. In fact, 

aberrant retinal angiogenesis is linked to several retinal diseases 
that ultimately lead to blindness such as retinopathy of 

prematurity, diabetic retinopathy, and age-related macular 

degeneration (AMD). Recently, it has been evidenced that 
oxygen is a key factor regulating retinal angiogenesis and vessel 

maturity [57]. Indeed, under physiological hypoxic conditions 
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created during late embryogenesis as a result of increased cell 

differentiation and metabolic activity, HIF1-α becomes active, 
which in turn induces VEGF expression. This temporal 

expression of VEGF enhances angiogenesis in the retina. 

Intriguingly, CD146 gene expression was also found to be 

activated by HIF1-α. And since CD146 acts as a co-receptor for 
VEGFR2, it is tempting to speculate that VEGF and CD146, 

both HIF1-α inducible factors, act in a coordinated manner to 

regulate angiogenic responses and stabilize newly formed 
vessels in the retina. In pathological conditions, the increase in 

CD146 expression is associated with increased angiogenic 

responses which ultimately extend vascularization to the retinal 
avascular regions and consequently cause vision anomalies. 

Strikingly, sCD146 was found to act as a biomarker in exudative 

age-related macular degeneration (AMD), a chronic disease that 

progressively leads to irreversible loss of central vision in elder 
people [51]. In this study, Liu et al. showed that the plasma level 

of sCD146 was significantly higher in 88 AMD patients in 

comparison with sex- and age-matched healthy controls (171.88 
±65 vs 125.52 ±61 ng/ml). In fact, when AMD patients were 

further sub-categorized into patients with classic choroidal 

neovascularization (CNV) or occult CNV, the serum 
concentration of sCD146 was found to be significantly higher in 

the former cases than the latter. Likewise, the authors discovered 

that the soluble form of VEGFR2 was also significantly 

increased in the sera of AMD patients as compared to healthy 
subjects. Indeed, multiple clinical studies unveiled the role of 

VEGFR2 in the progression of exudative AMD and correlated it 

to the disease pathogenesis. Of notice, Harhouri et al. succeeded 
to show that sCD146 acts on endogenous endothelial cells to 

promote the expression of VEGFR2 and VEGF by these cells. 

They showed that both sCD146 and VEGF synergistically 

induce endothelial progenitor cell recruitment, proliferation, 
migration, and vascular-like structure formation in Matrigel 

plugs [53]. These results present sCD146 as a novel biomarker in 

various pathological diseases not limited to exudative AMD. As 
the secretion of sCD146 become relevant upon vascular damage, 

and since most of the clinical pathologies are manifested by 

vascular malformations, it would be of relevance to use a reliable 
biological marker that is easily quantifiable in human biopsies. 
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Accordingly, sCD146 represents an appealing biomarker for the 

early detection of various diseases but also other physiological 
processes.  

 

CD146 in Skin and Autoimmune Pathologies  
 

The expression of CD146 has been identified on primary 

cultures of keratinocytes but was absent on healthy epidermis 
[58]. Indeed, CD146 increases in response to different skin 

pathologies such as psoriasis, Kaposi’s sarcomas, lichen planus, 

in the epidermis covering skin neoplasm, or in chronic or acute 

dermatitis. Of remark, Bardin et al. discovered that TNF-α, a key 
inflammatory cytokine, vigorously induces CD146 expression on 

the endothelium [2]. They validated that TNF-α augments 

sCD146 secretion from endothelial cells which facilitates 
leucocytes trans-endothelial migration and propagation toward 

inflammatory sites. Thus, in addition to mediating endothelial 

integrity and vascular permeability, CD146 also mediates cell 
recruitment and trafficking.   

 

Besides, Mehta et al. showed that CD146 is a major contributor 

to psoriasis pathogenesis [59]. In fact, IL-17A which is mainly 
produced by Th17 cells drives inflammatory reactions and 

intensifies psoriatic lesions. The authors distinguished a unique 

population of CD3+CD4+ T cells which was primarily present in 
both the skin lesions and sera of psoriatic patients, the CD146+ 

Th17 cells. These CD3+CD4+CD146+ Th17 cells produced 

significantly higher amount of IL-17 than CD146 negative cells. 
Likewise, PMA / ionomycin stimulation of cells from peripheral 

blood and skin lesions showed that CD146+ CD4+ and CD146+ 

CD8+ T cells produced much more IL-17A than the CD146- 

subset as demonstrated by flow cytometry and 
immunohistochemistry. Noteworthy, when compared to healthy 

subjects, circulating CD3+CD146+ T cells were found to be 

significantly elevated in peripheral blood of patients with various 
inflammatory autoimmune diseases such as sarcoidosis, 

inflammatory bowel disease, multiple sclerosis, connective tissue 

disease, and Behcet's disease. In the same way, Gabsi et al. 

evidenced that both sCD146 and IL-17A concentrations as well 
as CD146+ Th17 cells were significantly higher in the sera of 



Immunology and Cancer Biology 

19                                                                                www.videleaf.com 

fifty patients with systemic sclerosis (SSC) as compared to 

control subjects [16]. Impressively, low concentrations of 
sCD146 were correlated with pulmonary fibrosis, a life-

threatening complication associated with the disease. A strong 

positive correlation was observed between sCD146 serum 

concentration and the abundance of CD146+Th17 cells. Indeed, 
24-hour treatment of peripheral blood mononuclear cells 

(PBMCs) from SSC patients with sCD146 significantly 

augmented the number of CD146+Th17 cells and increased the 
expression density of CD146 on CD146+Th17 subset. This 

result is extremely significant in inflammatory and autoimmune 

diseases given that these pathologies are characterized by 
vascular damages which will subsequently boost sCD146 levels 

in serum and thus contribute to a poor disease prognosis. So far, 

sCD146 has been demonstrated to act both on endothelial cells 

and leucocytes (Th17 cells) in response to inflammatory 
cytokines and increases the ratio of CD146+Th17 subset which 

will facilitate the patrolling of these cells on the endothelium and 

their subsequent extravasation. sCD146 can also exert a 
chemotactic effect on the recruited immune cells to guide them 

toward inflammatory sites, thereby exacerbating inflammatory 

responses. Excessive inflammatory reaction can lead to sepsis, 
induces coagulation factors, activate oncogenes, or permanently 

damage nearby tissues and organs [60]. More recently, Bardin et 

al. revealed that the levels of sCD146 in patients with systemic 

sclerosis is much higher than that in healthy subjects, 870 ±30 
ng/ml versus 495 ±16 ng/ml. Besides, they validated the 

correlation existing between low levels of sCD146 and digital 

gangrene or pulmonary fibrosis, two severe manifestations of the 
disease [45]. Indeed, in vivo experiments using non-

immunocompromised CD146-deficient mice showed an 

increased sensitivity to develop fibrotic lesions in bleomycin-

treated animals as compared to wild type mice. This effect was 
reversed by injecting sCD146 which protects mice from severe 

fibrotic lesions. Thus, CD146 appears to be an active mediator 

between autoimmune diseases such as systemic sclerosis and 
fibrotic events through signaling pathways that involve the Wnt 

cascade and probably others that are not defined yet. Similarly, 

in neurodegenerative diseases, sCD146 was elevated in the 
cerebrospinal fluid (CSF) of patients with active multiple 
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sclerosis (MS), as compared to patients with inactive MS or non-

demyelinating diseases [61]. The pathological increase in 
sCD146 in CSF was positively correlated with levels of pro-

inflammatory cytokines as IL-2, IFN-γ, TNF-α, and IL-17A. 

Unfortunately, the abnormally elevated sCD146 levels in CSF 

negatively impact the blood brain barrier (BBB) integrity, 
increase permeability, damage vessels, and recruit inflammatory 

leucocytes, all factors promoting disease progression. In 

atherosclerosis, a process in which vessels are progressively 
clogged, as plaques enlarge in size, vessel’s intima thickens and 

oxygen supply from the arterial lumen to this area declines [62]. 

This creates a hypoxic state, a phenomenon that activates CD146 
gene expression in addition to other inflammatory cytokines 

[63,64]. The newly induced inflammatory microenvironment 

potentiates the release of angiogenic factors that stimulate 

sprouting angiogenesis from the vasa vasorum [62]. 
Neovascularization and CD146 expression on macrophages 

carrying LDL facilitate the infiltration of these cells into the 

atherosclerotic plaque. This enhances lipid deposition into the 
arterial wall and exacerbates inflammation which drive 

atherosclerosis lesion progression. In view of these results, the 

urge to therapeutically target CD146/ sCD146 raises for the sake 
of easing its adverse effects in various autoimmune diseases but 

also other pathologies such as in cancer.  

 

CD146 in Cancer  
 

Initially described by Johnson and colleagues in 1987 as a tumor 
antigen expressed on advanced primary melanoma and 

metastatic lesions, CD146 was later found to be overexpressed in 

a broad range of cancer cell lines not limited to pancreatic, 

breast, prostate, ovarian, lung, kidney cancers, osteosarcoma, 
Kaposi sarcoma, angiosarcoma, glioblastoma, and 

leiomyosarcoma [1,7,13]. In fact, how cancer cells preferentially 

upregulate the adhesion molecule CD146 is not yet fully 
elucidated. A study by Liu et al. revealed an increase in the 

methylation status of the gene promoter in prostate cancer cells. 

The authors showed that the ATG upstream sequence of CD146 

gene promoter becomes hypermethylated during malignant 
transformation of the cells which in part mediates CD146 
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expression [65]. Clinically, CD146 surface expression positively 

correlates with resistance to some chemotherapies. For instance, 
it has been shown that the 786-O renal cell carcinoma robustly 

increases membrane CD146 expression together with the soluble 

form of this protein in the culture media as the cultured cells 

become resistant to Sunitinib, a tyrosine kinase inhibitor [66]. 
These resistant cells, referred to as 786-R, showed higher 

metastatic and invasive potentials as compared to 786-O cells. 

Another study linked CD146 expression to cancer progression 
while others demonstrated higher expression during the 

vascularization phase of the tumor. Likewise, Liang et al. 

showed that CD146 expression conferred tamoxifen resistance to 
breast cancer cells and chemo-resistance to small-cell lung 

cancer cells [67,68]. Undoubtedly, all solid tumors rely primarily 

on angiogenesis to support the high demanding metabolic 

activity, growth, and metastasis. Of interest, most of the ligands 
that have been so far described in the literature to interact with 

membrane CD146 on cancer cells belong to a family of 

proangiogenic growth factors such as Netrin1, Wnt5a, VEGF-c, 
Wnt1, and FGF4 which induce angiogenic responses [49]. 

Indeed, the tumor microenvironment comprises a cocktail of 

inflammatory cytokines, growth factors, chemokines, matrix 
metalloproteinases, and leucocytes. Accordingly, it has been 

demonstrated that most of the tumor infiltrating lymphocytes 

(TILs) and tumor-associated macrophages (TAM) are in situ 

reprogrammed to promote tumor growth essentially by initiating 
angiogenesis [69–71]. Stalin et al. succeeded to assess sCD146 

concentration in the tumor microenvironment and confirmed the 

potent elevation of this factor in CD146+ tumors. Indeed, their 
work showed that sCD146 exerts autocrine effects on cancer 

cells to induce the expression of mesenchymal markers such as 

vimentin, N-cadherin, and the transcription factors Snail and 

Slug, thus inducing epithelial to mesenchymal transition (EMT) 
beside its effect on activating cancer stem cell markers that 

enhance cancer metastatic potential [14]. Also, sCD146, via its 

paracrine effect on tumor endothelial cells, induces the 
upregulation of membrane CD146, integrins, and other adhesion 

molecules which all together facilitate cancer cell metastasis and 

leucocyte transmigration [42]. Surprisingly, it was found that 
most of cancer cell lines producing the angiogenic cytokine 
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VEGF also produced sCD146 almost equally to or higher than 

that produced by endothelial cells HUVECs. A comparative 
study elucidated the direct effect of sCD146 and VEGF on 

cancer cells of different origin and proved to induce 

proliferation, migration, and invasion in in vitro assays while 

protecting cells from apoptosis in response to endogenous 
oxidative stress [42]. Indeed, in vivo experiments on nude mice 

xenografted with Matrigel plugs containing luciferase-expressing 

Panc-1 cells showed that plugs that were injected with 
recombinant sCD146, unlike those treated with PBS, have higher 

fluorescence intensity at day 15 post injection signifying 

enhanced cell survival in vivo. Moreover, the density of 
vascularization in these plugs was also increased in those ones 

treated with sCD146 as observed by doppler ultrasound imaging 

and isolectin B4 labelling. To illustrate the paracrine effect 

exerted by cancer cells on the endothelium, conditioned media 
(CM) from different cultured cancer cells, UACC1273, Panc-1, 

and C81-61, were used to treat HUVECs. These media 

stimulated ECs proliferation, an effect totally abolished upon 
depleting the CM from sCD146 or VEGF using S-Endo-1 or 

bevacizumab, respectively. Thus, beside its pro-tumoral effects, 

sCD146 proved to be a pro-angiogenic molecule critically 
relevant in tumor angiogenesis. Furthermore, induced expression 

of CD146 on hepatocellular carcinoma and ovarian cancer cells 

significantly increased their invasive and metastatic potentials 

whilst the inhibition of this molecule impeded tumor spread and 
metastasis by enhancing apoptosis [72,73]. These effects were 

attributed to CD146-mediated activation of Rho GTPases which 

are directly linked to the induction of cancer cells invasion, 
proliferation, and metastasis. Likewise, CD146 expression was 

more prominent on osteosarcomas as compared to non-

pathological osteoblasts [74]. Altogether, CD146 is regarded as a 

poor prognostic marker in most solid tumors, not only being pro-
angiogenic, pro-tumoral, pro-survival, and pro-coagulant [75] 

but also conferring resistance to chemotherapies (table 2).  
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Table 2: Biological consequences of CD146 expression on various cancer 
cells. Cancers are grouped according to their classification; Genito-urinary and 
gynecologic (yellow), Gastrointestinal (blue), and Skin, Bone, Breast, and 
Lungs (Green).  

 

 
 

Interest of using Anti-CD146/ sCD146 mAb to Block 

Pathological Angiogenesis  
 
Angiogenesis appears to be critically important for mediating 

physiological development and contributes to homeostasis. 

However, this biological phenomenon can have deleterious 
consequences if occurring randomly or becoming uncontrollable 

as is the case with most solid tumors. Thus, angiogenesis acts as 

a dual edge-sword, justifying an effective therapeutic 
intervention. To this end, several blocking and neutralizing 

antibodies have been developed to target membrane CD146 and 

its soluble form. The AA98 monoclonal anti-CD146 antibody 

generated in 2003 and targeting tumor-endothelial cells was 
among the first antibodies to be developed for therapeutic 

applications [89]. This antibody displays an efficient inhibitory 

effect on tumor growth and angiogenesis. In fact, the CD146-
blocking antibody AA98 was designed to recognize CD146 on 

tumor vasculature with minimal reactivity for healthy tissue 

vasculature. Using HUVECs previously stimulated for 3 weeks 

with SMMC7721 hepatocellular carcinoma conditioned media as 
an immunogen, the authors injected these cells into BALB/c 

mice and finally selected the IgG2a/κ AA98 antibody. In vitro, 

AA98 was able to inhibit CD146+ endothelial cells proliferation 
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in a concentration dependent manner but failed to induce similar 

effects on cancer cell lines, including melanoma A375, 
hepatocarcinoma SMMC7221, cervical Hela cells, and ovarian 

SKOV3. Similarly, AA98 reduced HUVECs migration by 75% 

as compared to those treated with an isotype-matched control 

IgG. In vivo, the injection of AA98 into chicken chorioallantoic 
membrane (CAM) robustly decreased vascularization almost by 

7-folds as compared to IgG control CAMs. Likewise, AA98 

reduced tumor angiogenesis in nude mice xenografted with 
leiomyosarcoma, pancreatic, and hepatocellular carcinoma to an 

extent reaching 50%, 41%, and 72% respectively. Of remark, 

AA98 inhibitory effect on angiogenesis was attributed to the 
inhibition of NFκB activity in targeted cells which also 

decreased the expression of adhesion molecules as ICAM-1 and 

MMP-9, thus hampering cell migration and metastatic potentials. 

Also, among the different antibodies targeting CD146, the ABX-
MA1 antibody recognized both tumor and endothelial CD146 

molecules [90]. This antibody inhibited the formation of 

melanoma cell spheroids in vitro but had no effect on their 
proliferative capabilities. However, the authors showed that, in 

vivo, the antibody was able to inhibit growth of melanoma 

xenografts in nude mice, an effect being essentially related to 
impaired tumor angiogenesis. In addition, tumor metastasis was 

reduced thanks to the inhibitory effect on MMP-2 expression, an 

enzyme strongly related to metastatic processes. Unfortunately, 

as AA98 and ABX-MA1 do not specifically target tumor CD146 
molecule, these antibodies seem to alter normal vascularization 

beside the inhibitory effect on tumor vascularization. Therefore, 

it was mandatory to develop an antibody to precisely target 
cancer-CD146 while maintaining minimal reactivity to 

endothelial CD146. This approach would allow maintaining 

vascular integrity while specifically blocking pathological 

CD146 expression on cancer cells. To this end, a tumor specific 
anti-CD146 (TsCD146) monoclonal antibody was generated [7]. 

Via immunofluorescence and flow cytometry experiments, the 

TsCD146 mAb was validated to target CD146+ tumor cells 
while failing or only faintly labeling endothelial cells, HUVECs 

and HMEC-1, and smooth muscle cells HUA-SMC. Of interest, 

TsCD146 mAb reduced CD146+ tumor cells proliferation as 
well as CD146 surface expression by internalizing the molecule. 
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Indeed, animal model of xenograft revealed that TsCD146 mAb 

diminished CD146+ tumors growth by inhibiting proliferation 
while inducing apoptosis. Imaging validated that this mAb 

specifically detects CD146+ tumors both in vivo and in human 

biopsies. Furthermore, it was able to detect cancer CD146+ 

microparticles in sera from patients, making it an excellent 
biomarker for the diagnosis and early detection of human 

CD146+ cancers for personalized therapy.   

 
Noteworthy, sCD146 has also been regarded as a poor 

prognostic factor in nearly all solid tumors and most 

autoimmune diseases. In fact, sCD146 has been detected in the 
sera of cancer patients but also in the interstitial fluid of patients 

with autoimmune diseases and chronic inflammation. Besides, 

the pro-thrombotic effects of sCD146 in cancers are now well-

acknowledged. Accordingly, an anti-soluble CD146 monoclonal 
antibody known as M2J-1 was generated. This neutralizing anti-

sCD146 mAb attested its therapeutic efficacy by inhibiting both 

tumor growth and angiogenesis in xenografted nude mice with 
either human melanoma cells or pancreatic carcinoma. 

Moreover, it enhances cancer cells’ susceptibility to undergo 

apoptosis in vivo. Importantly, M2J-1 mAb abolished tumor-
induced endothelial cell proliferation and vascularization both in 

vivo and ex-vivo as evidenced by doppler ultrasound imaging in 

nude mice implanted with Matrigel plugs pre-conditioned with 

either irrelevant IgG or M2J-1. Of remark, a key feature of this 
antibody relies in its ability to interact with sCD146 while 

maintaining no/ low affinity to bind membrane CD146, thus 

limiting the adverse effects seen with other anti-CD146 
antibodies that can interact with any cell expressing this protein. 

Thus, in view of the major role of CD146/sCD146 in numerous 

pathologies related to angiogenesis, different anti-

CD146/sCD146 antibodies have been generated that are 
currently tested for diagnostic purposes but also for therapeutic 

objectives (Figure 3). These newly generated anti-

CD146/sCD146 antibodies will pave the way for a better 
targeted therapy and more relevant personalized treatment in the 

context of angiogenic diseases and cancers. 
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Figure 3: Illustration summarizing the multifaceted role of CD146/sCD146 in 
physiology and pathology. 

 

CD146/ sCD146 in Coagulation and Thrombosis  
Role of Tissue Factor in Hemostasis and Thrombosis  

 
Hemostasis is a process that allows blood to form a clot to 

prevent blood loss as a result of a vessel injury, followed by a 
repair[91]. During this process, platelets are recruited to the site 

of injury, where they become a major component of the 

developing thrombus [92]. Concomitantly, blood coagulation, 

after a cascade of proteolytic events, culminated in the 
generation of thrombin and fibrin [93]. When pathologic 

processes, as those found in cancers, overwhelm the regulatory 

mechanism of hemostasis, excessive quantities of thrombin 
form, initiating thrombosis. Both in physiological (hemostasis) 

and pathological (thrombosis) processes, an initiating factor 

plays a major role, the tissue factor (TF) [94].   

 
Tissue factor, factor III, thromboplastin, or CD142 is a single-

pass type I membrane glycoprotein constitutively expressed on 

sub-endothelial tissues as well as many nonvascular cells 
including various cancer cells depending upon their stage and the 

therapeutic approaches employed in the treatment [95,96]. It is 

also exposed at the surface of monocytes and endothelial cells 
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upon stimulation [96]. This 47 kDa membrane protein consists of 

an extracellular, transmembrane, and cytoplasmic domain. As a 
member of cytokine-receptor class II family, this receptor is 

activated by various inflammatory cytokines such as IFN-α, IFN-

β, IFN-γ, TNF- α, interleukin-1 and -10 [97]. Its activation is 

also induced by endotoxin and the stimulation of T cells by PMA 
was shown to potently induce TF expression [98]. It binds with 

high affinity to activated FVII, forming a surface complex that 

catalyzes in a co-factor independent mechanism a cascade of 
coagulation events, ultimately leading to fibrin clot. During the 

last decades, it has been clearly demonstrated that TF plays a 

major role in the etiology of cancer-related thrombosis [99]. 
Remarkably, the intracellular domain of TF is involved in 

signaling functions [100].  In addition, a soluble form of TF 

exists and is generated by alternative splicing of the mRNA 

transcript whereby exon 4 is spliced directly to exon 6, skipping 
exon 5 and liberating most of the extracellular domain. This 

alternatively spliced TF lacks important residues, reducing its 

procoagulant activity but playing a major role in cancer biology 
by promoting angiogenesis and proliferation of tumor cells. Of 

interest, Szotowski et al. showed that the pro-inflammatory 

cytokine TNF-α is able to induce soluble TF in endothelial cells 
within 10 minutes of stimulation [101]. Finally, in addition to the 

effects of TF and sTF, it has been shown that cancer cells are 

able to generate microvesicles that are involved in 

thromboembolism. Thus, these microvesicles are able to induce 
thrombosis through different factors they convey at their surface, 

as TF, but also polyphosphates or phosphatidylethanolamine 

[102,103]. 

 

Role of Tissue Factor in Cancer Dissemination  
 
In addition to its well-documented expression on cancer cells 

and the positive correlation existing between its expression 

density and cancers’ metastatic potential, a new role of TF has 
emerged as a potent inducer of cancer stem cell phenotype in 

various cancer cell lines including breast cancer, squamous cell 

carcinoma (SCC) and pancreatic cancers [104,105]. This effect 

was demonstrated after treating SCC with TF neutralizing 
antibody and injecting cells into mice tail which shows an 
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impaired ability to develop tumors. In addition, the fact that TF 

expression on SCC was correlated with the expression of 
CD133, a cancer stem cell marker, further supports this idea. In 

breast cancer, it was validated that cells expressing TF have 

higher ability to form spheres in vitro, and up-regulate the 

expression of stem-cell markers. Another study showed that TF 
represents a therapeutic target for eradicating CSCs in lungs, 

breast, and ovarian cancers [104]. A positive correlation was 

demonstrated between CD133 and TF expressed in various 
cancer cells although the ratio TF over CD133 was not constant 

among the different cells. On the contrary, a study initiated by 

Clouston HW et al. evidenced that colorectal cancer cells DLD-
1, which intrinsically express higher TF level than SW620, has 

lower cancer stem cell activity as assessed by a decrease in 

colony-sphere forming efficiency and aldehyde dehydrogenase 

(ALDH) activity [106]. Moreover, they showed that upon 
knocking down TF by shRNA, both SW620 and DLD-1 cell 

lines exhibit enhanced ability to form sphere colonies and ALDH 

activity was potentiated, indicating an overall increase in cancer 
stem cell phenotype. Hence, the therapeutic interest of targeting 

TF is highly dependent on the type of solid tumor as well as the 

stage of the tumor. In all cases, TF was found to be associated 
with enhanced cancer cell viability and proliferation.  Likewise, 

soluble TF (sTF) was found to induce angiogenesis, survival and 

cell growth. In breast cancer patients, the plasma concentration 

of sTF was found to be correlated with the tumor growth and 
membrane TF and has been used as a biomarker for detecting 

tumor prognosis, metastasis and patients’ overall survival [107].  

 

CD146 and TF are induced by the Same Molecules and 

Activate Common Signaling Pathways  
 

Recent studies showed that hypoxia, proinflammatory cytokines 

and vascular endothelial growth factor potently induce TF 
expression on cancer cells [108–110]. Interestingly, these factors 

also induce CD146 expression via a common signaling 

pathways, the mitogen activated-protein kinase (MAPK), P38 
signaling, PI3K, PKC, and AKT/PKB [111,112]. Luo et al. 

confirmed that CD146 induces HIF1-α expression, while other 

study showed that HIF1-α induces TF overexpression on MDA-
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MB-231 cells. Alongside, Yu et al. validated that loss of P53 

tumor suppressor enhanced TF expression, and another study by 
Jin et al. showed that overexpression of CD146 in mesenchymal 

stem cells (MSC) caused significant decrease in P53 marker. 

Finally, both CD146 and TF expression were found to be 

correlated in surface expression and both receptors can induce 
tumor metastasis, invasion, and angiogenesis [100,113] (figure 

2). As mentioned earlier, CD146 and TF activate common 

signaling pathways but no relationship between these two 
molecules has been described before. Recent publication 

suggested that soluble CD146 can induce effects on endothelial 

cells permeability through integrin beta 1 [114]. Likewise, 
soluble TF has been recognized to signal through integrins beta 1 

on cancer cells, such as integrin alpha6 beta 1, to induce cell 

proliferation, migration, and angiogenesis [115]. Besides, similar 

signaling pathways have been shown to be activated by both 
sCD146 and sTF, including the PKC, ERK1/2, P44/42 MAPK, 

and AKT signaling pathways (figure 3). Finally, thrombin-

mediated activation of PAR1 receptor was shown to upregulate 
CD146 on melanoma cells [116]. In view of these results, it was 

proposed that sCD146 and sTF share and activate common 

signaling pathways.  

 

CD146/sCD146 and Venous Thromboembolism: 

Therapeutic Interest of an anti-sCD146 Antibody  
 

Stalin et al. revealed the direct impact of CD146/soluble CD146 

on TF expression and their interrelated consequences on tumor 
metastasis and venous thromboembolism [113]. Using two 

highly metastatic CD146-positive cell lines, the ovarian HEY 

and melanoma A375, they showed that sCD146, which is 

secreted by the cells, was able to upregulate TF expression, 
increasing their procoagulant activity alongside with an 

enhanced epithelial to mesenchymal transition and 

overexpression of cancer stem cells genes. To this end, two 
experimental tumor models were used to demonstrate the in-vivo 

effect of sCD146 in inducing cancer cell metastasis and pro-

coagulant effects. As a first model, luciferase expressing cancer 
cells, HEY and A373, were injected subcutaneously before 

peritumoral treatment with recombinant sCD146 (rsCD146). In a 
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second model, cells expressing luciferase were injected 

intracardially after in vitro treatment with rsCD146. At the 
endpoint, organs with potential tumor metastasis were isolated 

and bioluminescence was measured. Results confirmed that 

rsCD146 treatment increased tumor cells metastasis, in particular 

to the liver and lungs, induced cancer cell growth, and drastically 
decreased mice overall survival as compared to control PBS 

treated group. These effects were closely associated with an 

increase in coagulation cascade and subsequent thrombosis. 
Besides, sCD146 upregulates the surface expression of TF by 

cancer cell lines HEY and A375, and induced a robust increase 

in soluble TF in the cells’ culture supernatant along with an 
increase in factor Xa, the substrate of membrane TF.  

 

Of interest, a therapeutic antibody targeting only human sCD146 

was introduced. This antibody, named M2J-1, fail to detect 
membrane CD146 which is present on the whole vascular system 

and displays major physiological functions. RNA profiling 

analysis of cancer cells treated with M2J-1 mAb as compared to 
control IgG, showed that M2J-1 antibody potently neutralizes the 

adverse effect of sCD146, by decreasing the expression of genes 

implicated in EMT, cancer stem cells generation, and pro-
oncogenes while increasing tumor suppressors. Also, M2J-1 

mAb reduces the expression of coagulation-related proteins such 

as TF, factor X, and thrombin receptor PAR1. Finally, M2J-1 

mAb significantly reduced the number of cancer microparticles 
detected in the plasma of mice. This strongly emphasizes the 

interest of M2J-1 mAb as a therapeutic approach in treating 

cancers overexpressing CD146 due to its anti-metastatic and 
anti-thrombosis effects.  
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Abstract  
 
Photodynamic therapy (PDT) using porphyrins has been 

approved for treatment of several solid tumors due to the 

generation of cytotoxic reactive oxygen species (ROS). 



Immunology and Cancer Biology 

3                                                                                www.videleaf.com 

However, low physiological solubility and lack of selectivity 

towards tumor sites are the main limitations of their clinical use. 
Nanoparticles are able to spontaneously accumulate in solid 

tumors through an enhanced permeability and retention (EPR) 

effect due to leaky vasculature, poor lymphatic drainage, and 

increased vessel permeability. Herein, we proved the added 
value of nanoparticle vectorization on anticancer efficacy and 

tumor-targeting by 5-(4-hydroxyphenyl)-10,15,20-

triphenylporphyrin (TPPOH). Using 80 nm silica nanoparticles 
(SNPs) coated with xylan-TPPOH conjugate (TPPOH-X), we 

first showed very significant phototoxic effects of TPPOH-X 

SNPs mediated by post-PDT ROS generation and stronger cell 
uptake in human colorectal cancer cell lines compared to free 

TPPOH. Additionally, we demonstrated apoptotic cell death 

induced by TPPOH-X SNPs-PDT and the interest of autophagy 

inhibition to increase anticancer efficacy. Finally, we highlighted 
in vivo, without toxicity, elevated anticancer efficacy of TPPOH-

X SNPs through improvement of tumor-targeting compared to a 

free TPPOH protocol. Our work demonstrated for the first time 
the strong anticancer efficacy of TPPOH in vitro and in vivo and 

the merit of SNPs vectorization. 
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Nanoparticles; PBS- Phosphate Buffered Saline; PDT- 
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Photodynamic Therapy; PI- Propidium Iodide; Protoporphyrin 

IX- PpIX; PS- Photosensitizer; ROI- Region of Interest; ROS- 
Reactive Oxygen Species; SEM- Standard Error of the Mean; 

SNPs- Silica Nanoparticles; TBHP- tert-butyl hydrogen 

peroxide; TEM- Transmission Electron Microscopy; TPP- 

Tetraphenylporphyrin; TPPOH-X- xylan-TPPOH Conjugate; 
TPPOH- 5-(4-hydroxyphenyl)-10,15,20-Triphenylporphyrin; 

TUNEL- Terminal Deoxynucleotidyl Transferase dUTP Nick-

End Labeling 

 

Introduction  
 

In 2018, colorectal cancer (CRC) was the third most common 

cancer with 1.8 million cases globally, and the second leading 
cause of death for oncological reasons with 862,000 deaths [1]. 

The conventional treatment options for patients with CRC are 

surgery, chemotherapy, and/or radiotherapy, which unfortunately 
has many side effects and long recovery periods. Over the past 

decade, significant progress in CRC treatment has been achieved 

through the development of novel drugs and treatment protocols. 
However, the increasing resistance of tumor cells toward these 

novel drugs and persistent side effects due to toxicity on healthy 

tissues make it imperative to find other methods of CRC therapy 

[2–6].  
 

Photodynamic therapy (PDT), an alternative cancer treatment, 

appears to be a promising option [7]. The molecular mechanism 
of PDT involves simultaneous interaction between a 

photosensitizer (PS), a light source with an appropriate 

wavelength, and molecular oxygen. Relative to traditional 
therapies, PDT has several advantages including non-invasive 

therapy, non-cytotoxic molecules without light activation, and 

site-specific light treatment which decreases the side effects, thus 

accelerating the healing process [8,9]. PDT is based on the 
generation of reactive oxygen species (ROS) which mediate 

cellular toxicity. Upon light irradiation, the PS is activated from 

a ground to an excited state. The excited PS is very unstable and 
loses its excess energy either directly or via the excited triplet 

state. The excited triplet state is generated by intersystem 

crossing. In this long-lived excited triplet state, the PS slowly 
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returns to the ground state through type I or type II 

photochemical reactions. In the first reaction, the excited PS 
reacts with a biological substrate via hydrogen or electron 

transfer, producing free radical species. These species can react 

with molecular oxygen producing ROS such as the superoxide 

radical anion (O2
•−

) and hydrogen peroxide (H2O2). In the second 
reaction, the excited PS transfers its energy directly to molecular 

oxygen to form singlet oxygen (
1
O2). These highly cytotoxic 

ROS can oxidize a variety of biomolecules, induce an acute 
stress response, and trigger a series of redox signaling pathways, 

leading to cell death frequently through apoptosis [10–13]. At 

present, tetrapyrrole compounds such as porphyrins, chlorins, 
bacteriochlorins, and phthalocyanines are the most commonly 

used PS in PDT [14]. However, the main disadvantages of these 

PS are their poor solubility in water, which limits intravenous 

administration, their low photo-physical properties due to the 
aggregation of PS, and their poor tumor selectivity limiting their 

use in clinical protocols.  

 
In order to increase the selectivity and bioavailability of PS, new 

drug delivery systems are emerging. Nanotechnology using 

nanocarriers appears to be the most promising strategy. 
Nanoparticles (NPs) are able to spontaneously accumulate in 

solid tumors through passive targeting: the enhanced 

permeability and retention (EPR) effect occurs due to a 

combination of leaky vasculature, poor lymphatic drainage, and 
increased vessel permeability. Vectorizing NPs through 

encapsulation or attachment of PS not only enhances tumor-

targeting through the EPR effect but also increases the 
hydrophilicity and tissue lifetime of PS [15–18]. Recently, 

various nanocarriers have been developed using organic and 

inorganic strategies. Organic drug delivery systems suffer from 

intrinsic instability and low drug-loading capacity/efficiency, 
restricting their further clinical potential. However, inorganic 

NPs show high chemical stability and resistance to corrosion 

under physiological conditions. Among these inorganic NPs, 
silica nanoparticles (SNPs) have been recognized as promising 

nanocarriers for PDT. SNPs have numerous advantages such as 

their easy synthesis, stability, controllable size, modifiable 
surface potential and easy functionalization. One of the major 
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issues of inorganic NPs is biocompatibility. SNPs are one of the 

most biocompatible materials, thereby increasing interest in their 
use for medical applications [19–22]. 

 

One of the biggest challenges in controlled drug delivery 

systems is blood circulation half-life due to mononuclear 
phagocyte sequestration. To delay opsonization and increase 

nanocarrier lifetimes in the bloodstream, coating NPs with 

hydrophilic groups appears to be a promising strategy. This 
strategy involves grafting long chain polymers such as 

polyethylene glycol or polysaccharides on NPs. These polymers 

create a protective hydrophilic layer around the NPs which 
prevents the binding of opsonins via steric repulsion forces, thus 

delaying opsonization and phagocytosis of NPs [23–25]. Xylan, 

a hemicellulose, is defined as a group of cell wall 

polysaccharides. Xylan is a natural, biodegradable, and non-toxic 
biomaterial which has been reported to stabilize magnetic NPs in 

biological media with improvement of their biocompatibility and 

biodistribution [26,27]. Xylan has been also demonstrated to 
play an important function in drug delivery. Esterification of 

x                            x                   -

carbonyldiimidazole produces prodrugs for the controlled release 
of ibuprofen [28]. 

 

In the current paper, we investigated the anticancer efficacy of 

the PS 5-(4-hydroxyphenyl)-10,15,20-triphenylporphyrin 
(TPPOH). According to our research program on polysaccharide 

modifications with PS for PDT applications, we explored the 

newly synthesized core-shell hybrid SNPs based on xylan for the 
targeted delivery of TPPOH [29]. First, we showed a strong 

anticancer efficacy of TPPOH in human CRC cell lines, which 

has not been described before. Then, we demonstrated that 

vectorizing SNPs enhances TPPOH anticancer efficacy through 
increased uptake and ROS production due to optimal 

hydrophilicity and no aggregation of TPPOH. Subsequently, like 

other PDT studies, our results indicated that TPPOH achieves its 
anticancer efficacy through apoptosis. Because autophagy is 

frequently involved in PDT and plays a role in resistance to 

anticancer treatment [30,31], we established that inhibition of 
PDT-induced autophagy by pharmacological inhibitor markedly 
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increases apoptosis. Finally, we highlighted that SNPs 

vectorization enhances TPPOH tumor cytotoxicity in a CRC 
xenograft mice model through better tumor-targeting due to the 

EPR effect. Together, the in vitro and in vivo results revealed the 

strong anticancer efficacy of TPPOH-X SNPs and showed strong 

potential for possible clinical use in further PDT therapies.  

 

Results  
SNPs Vectorization Enhanced TPPOH-PDT Phototoxic 

Effects Mediated by ROS Production  
 

To examine the phototoxicity of TPPOH-PDT in vitro, we 
treated three human CRC cell lines: HT-29, HCT116, and 

SW620 with free TPPOH or TPPOH-X SNPs. Then, cells were 

exposed or not to PDT with red irradiation and phototoxic effects 

were determined 48 h post-PDT, using 3-(4,5-dimethylthiazol-2-
yl)-2,5-diphenyltetrazolium bromide (MTT) assay. Free TPPOH 

and TPPOH-X SNPs had no toxic effects on HT-29 cells when 

cells were kept in the dark (Figure 1A). When photoactivated, 
free TPPOH or TPPOH-X SNPs induced a strong decrease in 

cell viability in a dose-dependent manner (Figure 1A). However, 

TPPOH-X SNPs-PDT was more effective than free TPPOH-
PDT. SNPs alone had no toxic effect with or without 

photoactivation regardless of the concentrations tested (Figure 

1B). The same results were seen in HCT116 (Figure S1A,B) and 

SW620 (Figure S2A,B) cell lines.  
 

IC50 values were calculated in order to compare free TPPOH-

PDT vs. TPPOH-X SNPs-PDT. We observed that TPPOH-X 
SNPs-PDT was much more effective than free TPPOH-PDT in 

HT-29 cells with 10.8-fold more cytotoxicity with IC50 values of 

550.2 nM for TPPOH-X SNPs-               6 μ           
TPPOH-PDT [29]. Similar results were observed in HCT116 

(40.5-fold) and SW620 (39.5-fold) cell lines with respective IC50 

values of 72.6 and 75.4 nM for TPPOH-X SNPs-PDT and 

       3 μ              OH-PDT. HT-29 cells appeared to be 
the most resistant as IC50 values for free TPPOH-PDT and 

TPPOH-X SNPs-PDT were higher than those found for HCT116 

and SW620 cell lines (2- and 7-fold respectively). For the 
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following experiments, compounds were used at IC50 values 

except for during uptake and localization experiments.  
 

PDT-induced cell death generally occurs through generation of 

intracellular ROS. Therefore, we measured intracellular ROS 

             2  7 -dichlorofluorescein diacetate (DCFDA) 
staining 4 h post-PDT. Flow cytometry analyses indicated that 

exposure of cells to free TPPOH enhanced intracellular ROS 

levels only after photoactivation (Figure 1C). The median 
                          2  7 -dichlorofluorescein (DCF) after 

photoactivated free TPPOH treatment was increased compared 

to free TPPOH and control and was decreased after pretreatment 
with the ROS scavenger: NAC. After SNPs vectorization, 

TPPOH-X SNPs also enhanced intracellular ROS levels only 

after photoactivation. Pretreatment with NAC decreased further 

the median fluorescence intensity of DCF (Figure 1D). Free 
TPPOH-PDT was more effective on ROS generation than 

TPPOH-X SNPs (Figure 1E). In fact, it is well-known 

complexation of PS to NPs often leads to a decrease of ROS 
generation through PS quenching [32,33]. TBHP was used as a 

positive control. The same results were observed in HCT116 

(Figure S1C–E) and SW620 (Figure S2C–E) cell lines 
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Figure 1: In vitro phototoxic effects of 5-(4-hydroxyphenyl)-10,15,20-

triphenylporphyrin (TPPOH)-X silica nanoparticles (SNPs)- Photodynamic 
therapy (PDT) and reactive oxygen species (ROS) production. (A) HT-29 cells 
were treated or not treated with free TPPOH and TPPOH-X SNPs based on 
TPPOH concentration. Then, cells were exposed or were not exposed to PDT. 
Phototoxic effects were determined 48 h post-PDT using the MTT assay. Cell 
viability, expressed as a percentage of each condition, was compared to 
controls. IC50 values were calculated using 550.2 nM for TPPOH-X SNPs-PDT 
           6 μ              OH-PDT. (B) HT-29 cells were treated or not 

treated with TPPOH-X SNPs and SNPs based on nanoparticles concentration. 
Then, cells were exposed or not exposed to PDT. Phototoxic effects were 
determined 48 h post-PDT using the MTT assay. Cell viability, expressed as a 
percentage of each condition, was compared to controls. (C) HT-29 cells were 
treated or not treated with free TPPOH or (D) TPPOH-X SNPs with or without 
NAC co-treatment and then photoactivated or not photoactivated. (E) 
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Comparison of free TPPOH and TPPOH-X SNPs on ROS generation in HT-29 
cells. Intracellular ROS levels using DCFDA staining were measured 4 h post-
PDT by flow cytometry. A greater right shift implied higher fluorescence 
intensi                                    2  7 -dichlorofluorescein (DCF) 
formation and thus greater ROS generation. Data are shown as mean ± SEM (n 

= 3). ** p < 0.01 and *** p < 0.001. 
 

SNPs Vectorization Increased TPPOH Accumulation in 

Lysosomes  
 

To explore the large difference in IC50 values between TPPOH-X 
SNPs-PDT and free TPPOH-PDT, we studied the uptake of these 

compounds through a kinetics study in human CRC cell lines by 

using AMNIS
®
 imaging flow cytometry analysis. The results 

                                                  (1 μ )  

TPPOH-X SNPs uptake was much higher in HT-29 cells than 

that of free TPPOH with 98.8% vs. 2.32%, respectively, 24 h 
post-treatment (Figure 2A). The same results were observed at 2, 

6, and 12 h post-treatment (data not shown). TPPOH 

fluorescence (red) was clearly observed in cell cytoplasm, 

indicating cellular internalization. The same results were 
demonstrated in HCT116 (Figure S3A) and SW620 (Figure 

S4A) cell lines for TPPOH-X SNPs and free TPPOH with 99.9% 

vs. 0.53% and 99.8% vs. 0.9%, respectively.  
 

To visualize uptake on a single cell level, TEM analysis was 

used to evaluate the localization of TPPOH-X SNPs (Figure 2B). 

Images showed TPPOH-X SNPs uptake without cellular 
morphological changes. TPPOH-X SNPs seemed to be 

internalized by lysosomes probably by endocytosis and/or 

diffusion through cell membranes. TPPOH-X SNPs 
internalization seemed to be the same for HCT116 (Figure S3B) 

and SW620 (Figure S4B) cell lines.  

 
Then cells were co-treated with TPPOH-X SNPs and 

LysoTracker or MitoTracker. Results demonstrated that TPPOH-

X SNPs co-localized preferentially with lysosomes (50.8%) 

compared to mitochondria (12%) in HT-29 cells (Figure 2C). 
TPPOH-X SNPs co-localized similarly in HCT116 (Figure S3C) 

and SW620 (Figure S4C) cell lines with lysosomes at 49.7% and 

59.3% compared to mitochondria at 15% and 5.4%, respectively. 
TPPOH-X SNPs fluorescence co-localized preferably with 
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LysoTracker fluorescence, as indicated by yellow fluorescence. 

TPPOH-X SNPs lysosomal localization was confirmed by 
confocal microscopy in HT-29 (Figure S5A), HCT116 (Figure 

S6A) and SW620 (Figure S7A) cell lines. In addition, confocal 

microscopy analysis revealed no co-localization between 

TPPOH-X SNPs and mitochondria in HT-29 (Figure S5B), 
HCT116 (Figure S6B), and SW620 (Figure S7B) cell lines. 

These data showed that SNPs vectorization enhanced cellular 

uptake and lysosome internalization compared to free TPPOH. 
 

 
 
Figure 2: Cell uptake of TPPOH-X SNPs by HT-29 cells. (A) HT-29 cells 
were treated with free TPPOH and TPPOH-X         1 μ                     
these compounds was studied 24 h post-treatment by AMNIS® imaging flow 
cytometry. The first graph highlights the size/structure of HT-29 cells. After 
selection of the cell population, TPPOH intensity in HT-29 cells was shown in 
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the second graph and in representative images. The table summarizes the 
amount of positive TPPOH cells relative to all cells compared to free TPPOH 
and TPPOH-X SNPs treatments. White           = 10 μ . (B) Representative 
TEM images of HT-29 cells treated or not treated with TPPOH-X SNPs 24 h 
post-treatment are shown. Red arrows indicate intracellular nanoparticles. 

B               = 1 μ . (C) HT-29 cells were co-treated with TPPOH-X SNPs 
and LysoTracker or MitoTracker and co-localization was studied 24 h post-
treatment by using AMNIS® imaging flow cytometry analysis. The first graph 
shows TPPOH intensity in HT-29 cells and the second graph shows similarity 
of TPPOH positive cells compared to LysoTracker or MitoTracker. The table 
summarizes the amount of TPPOH positive cells co-localized with 
LysoTracker or MitoTracker. Representative images of co-localization of 
TPPOH-X SNPs and LysoTracker in HT-29 cells are shown. White scale bar = 

10 μ .                                      x         . 

 

TPPOH-X SNPs-PDT Induced Apoptosis  
 

To determine the mechanism of the decrease in cell viability 
induced by TPPOH-X SNPs-PDT on human CRC cell lines, 

mitochondrial membrane potential was evaluated by flow 

cytometry using the cationic dye JC-1. In control cells, JC-1 
forms J-aggregates in mitochondria. In apoptotic cells, JC-1 

accumulates in the cytoplasm as monomers due to collapse of the 

mitochondrial membrane potential. Mitochondria predominantly 

exhibited accumulation of J-aggregates in HT-29 cells after light 
control or TPPOH-X SNPs treatment (Figure 3A). TPPOH-X 

SNPs-PDT disrupted mitochondrial membrane potential as 

revealed by an increase in monomer rates: 14.4% compared to 
6.6% and 7.3% for light control and TPPOH-X SNPs, 

respectively. The same increase in monomer rates were 

demonstrated in HCT116 cells (Figure S8A) with 42.6% 
compared to 6.3% and 7.2% and SW620 cells (Figure S9A) with 

22.7% compared to 0.8% and 1.1% for TPPOH-X SNPs-PDT 

relative to light control and TPPOH-X SNPs treatments, 

respectively.  
 

Consequently, the rate of apoptosis induced by TPPOH-X SNPs-

PDT was determined by dual staining with Annexin V-FITC and 
PI by flow cytometry. In HT-29 cells, light control and TPPOH-

X SNPs treated cells were mostly viable, whereas the rate of 

early and late apoptosis simultaneously increased with TPPOH-
X SNPs-PDT to 20.7% compared to 12.8% and 12% for light 

control and TPPOH-X SNPs, respectively (Figure 3B). HCT116 
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and SW620 cells were more sensitive than HT-29 cells. TPPOH-

X SNPs-PDT increased the rate of early and late apoptosis to 
33.8% compared to 15% and 14% in HCT116 cells (Figure S8B) 

and to 30.4% compared to 12.1% and 15.1% in SW620 cells 

(Figure S9B) for TPPOH-X SNPs-PDT relative to light control 

and TPPOH-X SNPs, respectively.  
 

To further confirm that TPPOH-X SNPs-PDT induced apoptosis, 

we characterized the effects of TPPOH-X SNPs-PDT on activity 
of the key apoptosis executioner caspase-3/7 by IncuCyte 

imaging live cell analysis. HT-29 cells submitted to TPPOH-X 

SNPs-PDT showed a significant increase in caspase-3/7 activity 
in a time-dependent manner compared to light control or 

TPPOH-X SNPs (Figure 3C). At 48h, TPPOH-X SNPs-PDT 

induced a significant increase in caspase-3/7 activity by 4.6-fold 

± 0.2-fold compared to light control. The same results were 
observed in HCT116 (Figure S8C) and SW620 (Figure S9C) cell 

lines with a significant increase in caspase-3/7 activity by 4.1-

fold ± 0.1-fold and by 4.4-fold ± 0.1-fold, respectively, 
compared to light control.  

 

Furthermore, to study the nuclear changes in apoptosis caused by 
TPPOH-X SNPs-PDT, DNA fragmentation was evaluated by 

ELISA. TPPOH-X SNPs-PDT treatment induced a significant 

increase in DNA fragmentation by 2.9-fold ± 0.2-fold compared 

to light control or TPPOH-X SNPs in HT-29 cells (Figure 3D). 
The same results were seen in HCT116 (Figure S8D) and 

SW620 (Figure S9D) cell lines with a significant increase in 

DNA fragmentation by 2.5-fold ± 0.1-fold and by 2.4-fold ± 0.1-
fold, respectively, compared to light control.  

 

TEM was also used to assess the apoptotic effects of TPPOH-X 

SNPs-PDT. The results showed that HT-29 (Figure 3E), 
HCT116 (Figure S8E) and SW620 cells (Figure S9E) treated 

with light control and TPPOH-X SNPs exhibited normal 

morphology with intact cell structures and undamaged nuclei. 
However, human CRC cell lines submitted to TPPOH-X SNPs-

PDT showed a complete breakdown of intracellular structures. 

These cells exhibited morphological features such as cell 
membrane shrinkage, nuclear condensation and formation of 
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phagocytic vesicles, or apoptotic bodies, which are hallmarks of 

apoptosis. These results demonstrated that TPPOH-X SNPs-PDT 
induced death of human CRC cell lines through apoptosis. 

 

 
 
Figure 3: Effects of TPPOH-X SNPs-PDT on HT-29 cell line apoptosis. (A) 
HT-29 cells were treated or not treated with TPPOH-X SNPs and then 
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photoactivated or not photoactivated. The mitochondrial membrane potential 
was analyzed by flow cytometry with JC-1 at 48 h post-PDT. R2 represents the 
aggregate ratio and R3 represents the monomer ratio. (B) HT-29 cells were also 
stained, 48 h post-PDT, with Annexin V-FITC and PI, and apoptosis was 
analyzed by flow cytometry. The upper right quadrant represents the 

percentage of late apoptosis, and the lower right quadrant represents early 
apoptosis. (C) Caspase-3/7 activity, with the same conditions in HT-29 cells, 
was evaluated every 2 h during 48 h post-PDT by IncuCyte imaging live cell 
analysis and green count/cell count/well are shown. Representative images at 
48 h post-PDT are      . Y                = 400 μ . (D) DNA fragmentation 
in HT-29 cells 48 h post-PDT was quantified from cytosol extracts by ELISA. 
Results are reported as n-fold compared to light control. (E) Representative 
TEM images of HT-29 cells treated or not treated with TPPOH-X SNPs and 

photoactivated or not 48 h post-PDT were shown. Red arrows indicate 
                           . B               = 1 μ .                        ± 
SEM (n = 3). *** p < 0.001. 

 

Autophagy Inhibition Enhanced TPPOH-X SNPs-PDT-

Induced Apoptosis  
 

For all Western blot figures, please include densitometry 

readings/intensity ratio of each band; please include the whole 

blot showing all the bands with all molecular weight markers on 
the Western area in the Supplemental Materials section. 

 

Because autophagy is often involved during PDT-treatments, we 
studied TPPOH-X SNPs-PDT effects on autophagy. Western 

blotting was performed on autophagy-related proteins, Beclin-1, 

and Atg5, two key regulators of autophagy and light chain 3 
(LC3) forms which are involved in autophagosome formation. 

The results demonstrated that HT-29 cells expressed a slight 

increase in Beclin-1 and Atg5 protein levels and induced a 

higher conversion of LC3-I into LC3-II after TPPOH-X SNPs-
PDT compared to light control, resulting in autophagy activation 

(Figure 4A). Then we used a pharmacological inhibitor of 

autophagy as co-treatment: 3-MA, which can block the early 
steps of autophagy. Cells treated with TPPOH-X SNPs + 3-MA-

PDT expressed lower levels of autophagy-related proteins 

compared to cells exposed to TPPOH-X SNPs-PDT without co-

treatment with 3-MA. Similar results were obtained in HCT116 
(Figure S10A) and SW620 cells (Figure S11A).  
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Next, to confirm the induction of autophagy, cells were 

examined by TEM. Light control cells had an integrated cell 
nucleus and discrete organelles. However, HT-29 (Figure 4B), 

HCT116 (Figure S10B), and SW620 cells (Figure S11B) 

exposed to TPPOH-X SNPs-PDT were seriously damaged with 

clear cytoplasm vacuolization, with many membrane-bound 
vesicles containing organelles, cellular fragments, and double-

membrane autophagosomes.  

 
To determine whether this autophagy induction is a key mediator 

in resistance to TPPOH-X SNPs-PDT in human CRC cells, we 

examined whether inhibition of autophagy by 3-MA enhanced 
TPPOH-X SNPs-PDT-induced apoptosis. First, effects of co-

treatment with 3-MA on the rate of apoptosis were evaluated by 

dual staining with Annexin V-FITC and PI by flow cytometry. In 

HT-29 cells, TPPOH-X SNPs + 3-MA-PDT increased the rate of 
early and late apoptosis simultaneously compared to TPPOH-X 

SNPs-PDT by 33.3% vs. 20.7%, respectively. Moreover, HT-29 

cells treated with TPPOH-X SNPs + 3-MA without irradiation 
were mostly viable, as were light control cells with 84.6% and 

85.8% live cells, respectively (Figure 4C). The same results were 

obtained for HCT116 (Figure S10C) and SW620 cells (Figure 
S11C) with 52.1% vs. 33.8% and 37.8% vs. 30.4% increases for 

the rate of early and late apoptosis simultaneously after TPPOH-

X SNPs + 3-MA-PDT and TPPOH-X SNPs-PDT, respectively. 

Similarly to HT-29 cells, HCT116 and SW620 cells co-treated 
with 3-MA were mostly viable with 83.4% and 83.7% increases 

compared to 82.7% and 86.4% for light control cells, 

respectively.  
 

In addition to these results, in HT-29 cells, co-treatment with 3-

MA with TPPOH-X SNPs-PDT induced a significant increase in 

caspase-3/7 activity in a time-dependent manner (Figure 4D) and 
enhanced DNA fragmentation (Figure 4E) compared to TPPOH-

X SNPs-PDT. Furthermore, co-treatment by 3-MA without PDT 

neither increased caspase-3/7 activity nor DNA fragmentation. 
The same results were found in HCT116 (Figure S10D,E) and 

SW620 (Figure S11D,E) cell lines. These data demonstrated in 

our study that autophagy acts as a resistance pathway of 
apoptosis. 
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Figure 4: Effects of autophagy inhibition on HT-29 apoptosis. (A) HT-29 cells 
were treated or not with TPPOH-X SNPs in the presence or absence of 3-MA 
for 24 h. Expression of autophagy-related proteins was analyzed by Western 
blotting 48 h post-   . β-actin was used as a loading control. Representative 
images were shown. (B) Representative TEM images of HT-29 cells treated or 
not with TPPOH-X SNPs 48 h post-PDT protocol are shown. Red arrowheads 
                                            .           = 1 μ . (C) HT-29 cells 
were treated or not with TPPOH-X SNPs with or without 3-MA co-treatment 

and then were photoactivated or not photoactivated. At 48 h post-PDT, cells 
were stained with Annexin V-FITC and PI, and apoptosis was analyzed by flow 
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cytometry. Upper right quadrant represents the percentage of late apoptosis, 
and the lower right quadrant represents early apoptosis. (D) With the same 
conditions of treatment, caspase-3/7 activity was evaluated each 2 h during 48 
h post-PDT protocol by IncuCyte imaging live cell analysis and green 
count/cell count/well were shown. Representative images at 48 h post-PDT 

                   . Y                = 400 μ . (E) With the same 
conditions of treatment, DNA fragmentation was quantified from cytosol 
extracts with ELISA. Results were reported as n-fold compared to light control. 
Data are shown as mean ± SEM (n = 3). *** p < 0.001. 

 

SNPs Vectorization and Autophagy Inhibition 

Enhanced TPPOH-PDT Effects on Suppressing CRC 

Tumor Growth In Vivo  
 

To test TPPOH-PDT phototoxic effects on tumor growth, we 

used a xenograft CRC tumor model. HT-29 cells, the most 

resistant cell line in our study, were injected subcutaneously into 
both flanks of Balb/c nude mice. When tumor volume reached 

100–150 mm
3
, treatments were conducted by intravenous 

injection, at 1/100e LD50 for all TPPOH groups. After 24 h 
incubation, one tumor from each mouse was irradiated by laser. 

For the TPPOH-X SNPs multi group, the same protocol was 

conducted every 5 days. Tumor growth was recorded every 2 

days during a period of 20 days (Figure 5A). In the control 
group, tumors exhibited rapid growth after seeding and no 

significant difference in tumor volume between light and non-

light tumors was detected. This result indicated that light 
protocol did not suppressed tumorigenicity in vivo. However, 

TPPOH-PDT reduced tumor growth compared to TPPOH non-

photoactivated treatments in all groups at the end point but with 
significant differences. TPPOH-PDT groups exhibited a slowing 

of tumor growth after approximately 2–4 days post-PDT. At the 

end point, free TPPOH-PDT induced a significant reduction in 

tumor growth by 22.5% ± 1.8% compared to free TPPOH non-
PDT. TPPOH-X SNPs-PDT also induced a significant reduction 

of tumor growth by 37.7% ± 1.4% compared to non-

photoactivated TPPOH-X SNPs. However, TPPOH-X SNPs-
PDT was significantly more effective than free TPPOH-PDT. 

Moreover, tumor growth inhibition was significantly enhanced 

by 3-MA co-treatment. TPPOH-X SNPs + 3-MA-PDT 
significantly decreased tumor growth by 49% ± 1.7% vs. 

TPPOH-X SNPs + 3-MA non-PDT. However, TPPOH-X SNPs 
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+ 3-MA-PDT was significantly more efficient than TPPOH-X 

SNPs-PDT, with a significant reduction in tumor growth by 
19.9% ± 0.3% compared to TPPOH-X SNPs-PDT. In addition, 

multi TPPOH-X SNPs-PDT were also efficient, with a 

significant reduction in tumor growth by 54.5% ± 3.2% vs. non-

photoactivated multi TPPOH-X SNPs. Unfortunately, multi 
TPPOH-X SNPs-PDT did not induce the slowing of tumor 

growth but instead significantly increased tumor growth 

inhibition by 22.1% ± 1.3% compared to mono TPPOH-X SNPs 
treatment. Mouse body weight showed no significant difference 

between groups over the course of treatment (Figure S12A) 

indicating no systemic toxicity of free TPPOH or TPPOH-X 
SNPs. Mice were then sacrificed, and tumors were collected, 

recorded, and weighed. Tumor weights were consistent with 

tumor volumes. The tumor weight of TPPOH-PDT groups was 

in each case significantly decreased compared to the control or 
non-photoactivated TPPOH tumor groups (Figure S12B). These 

results were in agreement with the representative images showed 

for mouse and ex-vivo tumors from each group at the end point 
(Figure 5B). 
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Figure 5: In vivo phototoxic effects on tumor growth. (A) Tumor growth 
curves of different groups over the treatment period until mouse sacrifice. (B) 
Representative images of HT-29 tumor-bearing nude mice and ex-vivo tumors 
after the mice being sacrificed on day 20. Data are shown as mean ± SEM (n = 
5). * p < 0.05 and ** p < 0.01. 

 

TPPOH-X SNPs-PDT Induced Apoptosis In Vivo  
 

To estimate in vivo antitumor efficacy, histological analyses of 

tumors were performed 24 h post-PDT. One mouse from each 
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group was sacrificed to determine the mechanism of cell death 

induced by our treatments. HES staining showed decreased cell 
density and increased tumor fibrosis after TPPOH-PDT, 

especially after TPPOH-X SNPs-PDT with or without 3-MA, 

which are evidence of tissue injury caused by oxidative damage 

(Figure 6A). Terminal deoxynucleotidyl transferase dUTP nick-
end labeling (TUNEL)staining to assess the number of apoptotic 

cells, revealed apoptosis in tumors harvested from mice exposed 

to TPPOH-PDT. TPPOH-X SNPs-PDT with or without 3-MA 
induced the highest levels of apoptosis in tumors compared to 

free TPPOH-PDT which exhibited weak staining, indicating 

slight apoptosis. LC3 staining revealed 3-MA co-treatment 
efficacy, with a decrease in LC3 staining after TPPOH-X SNPs 

+ 3-MA-PDT compared to TPPOH-PDT without 3-MA. 

According to precedent in vitro results, TPPOH-X SNPs + 3-

MA-PDT induced the best antitumor response, revealed by 
strong levels of apoptosis in tumors compared to all TPPOH-

PDT. Moreover, the comparison of PDT and non-PDT tumors, 

where almost all tumor cells were viable, validated the 
importance of laser irradiation as a trigger of apoptosis.  

 

At the end point, histological analyses of tumors were also 
performed. Consistent with the early HES staining, TPPOH-PDT 

induced a decrease in cell density and an increase in tumor 

fibrosis especially in TPPOH-X SNPs + 3-MA-PDT and multi 

TPPOH-X SNPs-PDT groups (Figure 6B). Ki-67 staining, a 
nuclear cell proliferation marker, showed that the number of 

cancer cells with a positively stained nucleus was markedly 

decreased after TPPOH-PDT compared to the control or non-
PDT tumor groups. Consistent with the tumor growth results, 

SNPs vectorization of TPPOH showed a larger decrease in Ki-67 

staining compared to the free TPPOH group. In addition, 

autophagy inhibition or multi TPPOH-X SNPs-PDT showed a 
marked decrease in Ki-67 staining compared to mono TPPOH-X 

SNPs-PDT. All these results demonstrating increased apoptosis 

and cell proliferation inhibition after TPPOH-PDT confirmed the 
in vivo antitumor efficacy of TPPOH-X SNPs. 
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Figure 6: In vivo antitumor efficacy. (A) Tumors sections from treatment 
groups at 24 h post-PDT were stained with hematoxylin/eosin/saffron (HES), 
terminal deoxynucleotidyl transferase dUTP nick-end labeling (TUNEL) or 
LC3 staining. (B) Tumors sections from treatment groups after sacrifice were 
stained with HES and Ki-67. Representative images of each condition are 
     . B               = 100 μ . 
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SNPs Vectorization Enhanced Tumor-Targeting 

without Systemic Toxicity  
 

In comparison with free drugs, tumor-specific accumulation 
through the EPR effect is a key characteristic of nano-scale 

drugs. Therefore, we explored the biodistribution of TPPOH-X 

SNPs in our HT-29 cell xenograft tumor model using the IVIS 

Lumina quantitative fluorescence imaging system. Cy5.5-labeled 
free TPPOH and TPPOH-X SNPs were administered 

intravenously at 1/100e LD50 for each group. As shown in Figure 

7A, a strong TPPOH-X SNPs fluorescence signal was observed 
at tumor sites 24 h post injection. In contrast, free TPPOH 

displayed minimal accumulation at tumor sites and had a highly 

diffuse fluorescence pattern. To further verify the tumor-specific 
accumulation properties of TPPOH-X SNPs, ex-vivo 

fluorescence imaging of tumors and major organs was performed 

at 24 h post-injection (Figure 7B). In both cases, liver and kidney 

fluorescence intensities were higher than other organs or tumors. 
However, tumor fluorescence intensity of TPPOH-X SNPs was 

higher compared to other organs than that of free TPPOH. These 

observations were confirmed by quantitative ROI analysis 
(Figure 7C) which demonstrated that TPPOH-X SNPs displayed 

significantly better tumor-targeting than free TPPOH.  

 
To evaluate the potential systemic toxicity of our drug delivery 

system, sections of the major organs were stained with HES. In 

each case, including the TPPOH-X SNPs multi group, no 

damage was detected compared to the control group (Figure 7D). 
Pathological observations of SNPs treatments did not reveal 

significant differences, especially for hepatic inflammation or 

regeneration and renal impairment. These results highlighted the 
efficacy of TPPOH-X SNPs as having no toxic effects on the 

liver and kidneys, despite the high accumulation of SNPs on 

these organs at this dose. 
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Figure 7: In vivo and ex vivo fluorescence imaging for biodistribution and 

safety evaluation. (A) In vivo fluorescence imaging of HT-29 tumor-bearing 
mice at 24 h post-intravenous injection of Cy5.5-labeled free TPPOH and 
TPPOH-X SNPs, at 1/100e LD50 for each group. The red circles indicate tumor 
sites. (B) Ex-vivo fluorescence imaging of tumors and organs at 24 h post-
injection. (C) ROI analysis of fluorescence intensity of tumors and organs at 24 
h post-injection. (D) Representative images of histological analyses of major 
organ (kidney, liver, lung, heart and spleen) sections by HES staining. Black 
scale ba  = 100 μ .                        ±     (n = 3). *p < 0.05 and NS: 

not significant. 
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Discussion  
 

To increase the delivery of hydrophobic porphyrins to target 
sites, nanotechnology using nanocarriers appears to be the most 

promising strategy. NPs vectorization through encapsulation or 

attachment of PS not only enhances tumor-targeting through the 

EPR effect, but also increases PS hydrophilicity and tissue 
lifetime. Roy et al. entrapped the 2-devinyl-2-(1-hexyloxyethyl) 

pyropheophorbide (HPPH) into SNPs [34]. They reported 

efficient uptake, therefore significant cell death, after light 
irradiation compared to free drug in ovarian and cervical cancer 

cell lines. Secret et al. demonstrated similar results using anionic 

porphyrin-grafted porous silicon nanoparticles in breast cancer 

cells [35]. Other studies using chlorins as PS reported enhanced 
uptake using Chlorin e6 (Ce6) SNPs compared to Ce6 free 

carrier and also a stronger decrease in cell viability after Ce6 

SNPs PDT compared to Ce6 alone in glioblastoma cancer cells 
[36] and breast cancer cells [37]. In addition, Brezániová et al. 

demonstrated that temoporfin SNPs enhanced uptake and cell 

death in breast cancer cells but also in MDA-MB-231 tumor 
bearing mice. They reported efficient antitumor responses using 

SNPs vectorization of temoporfin compared to free drug usage 

due to better tumor targeting through the EPR effect [38]. 

Furthermore, Simon et al. highlighted that protoporphyrin IX 
(PpIX) SNPs have better uptake and significantly enhanced cell 

death compared to free PpIX, which was confirmed by a strong 

fluorescence signal of ROS in HCT116 and HT-29 CRC cell 
lines. They reported that PpIX SNPs resulted in better tumor 

accumulation in HCT116 tumor bearing mice than the control 

alone, highlighting a greater selectivity for tumor tissues with 
SNPs vectorization [39]. Moreover, xylan could probably play 

an important role in controlled drug release. Sauraj et al. reported 

increased anticancer efficacy of xylan-stearic acid/5-fluorouracil 

NPs [40] and xylan-curcumin NPs [41] in HT-29 and HCT-15 
CRC cell lines compared to free drugs. Xylan appears to be an 

efficient system for the delivery of hydrophobic anticancer drugs 

in cancer therapy. In our study, we compared the interest of 
TPPOH-X SNPs compared to free TPPOH. We demonstrated 

very significant phototoxic effects of TPPOH-X SNPs mediated 

by ROS generation post-PDT compared to free TPPOH in CRC 
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cell lines. This improvement in anticancer activity shown by the 

decreased IC50 dose after SNPs vectorization was due to efficient 
cell uptake compared to free carrier TPPOH. In vivo, we 

improved antitumor efficacy using TPPOH-X SNPs-PDT 

compared to free TPPOH due to better tumor targeting through 

the EPR effect, as shown by increased accumulation of TPPOH-
X SNPs in tumors compared to free TPPOH. These findings 

demonstrated a strong interest in SNPs vectorization for 

hydrophobic drug delivery in vitro and mainly in vivo with 
efficient tumor targeting.  

 

The major issues of inorganic SNPs are biosafety and toxicity. 
SNPs are one of the most biocompatible materials. However, 

diverse results have been reported about the safety of SNPs. The 

adverse effect depends on cell type and NPs size. Liu et al. 

demonstrated that 20 nm SNPs significantly induced apoptosis in 
                             100 μ /                      

vein endothelial cells [42]. In contrast, Sergent et al. reported no 

cytotoxicity for 25 nm SNPs and limited cytotoxicity for 100 nm 
SNPs in HT-29 cells [43]. Cho et al. investigated the effect of the 

particle size on tissue distribution and tissue injury in vivo. They 

showed an accumulation in liver and spleen for 50 nm, 100 nm, 
and 200 nm SNPs, and observed a hepatic inflammatory 

response after injection of 100 and 200 nm SNPs. However, this 

effect was not reported for the smaller particles [44]. Moreover, 

Kumar et al. reported that 20 nm SNPs accumulated in all organs 
without signs of organ toxicity [45]. Although NPs size is 

important, the predominant issue is the dose injected. Chan et al. 

found no toxic effect in vivo after 150 nm SNPs intravenous 
injection up to 300 mg/kg [46]. Liu et al. demonstrated no side 

effects in vivo after up to 500 mg/kg of 110 nm SNPs 

intravenously. Repeated doses of 20, 40, and 80 mg/kg by 

continuous intravenous administration for 14 days have shown 
no toxicity. Nevertheless, for single dose toxicity, the LD50 was 

higher than 1 g/kg [47]. In our study, we did not detect any 

cytotoxicity for our 80 nm SNPs in HT-29             175 μ /   
and in HCT116      W620                  35 μ /  . W       

explored the effect of 80 nm SNPs on apoptosis. Administration 

of 80 nm SNPs did not induce apoptosis in CRC cell lines and 
CRC cells exhibited normal morphology with intact cellular 
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structures and undamaged nuclei on TEM (data not shown). In 

vivo, we did not observe any toxicity of mono or multi 
intravenous administration of SNPs at 270 mg/kg. SNPs 

accumulated especially in the liver and kidneys but with no signs 

of hepatic inflammation or renal impairment (data not shown). 

These results attest to the low toxicity of SNPs in vitro and in 
vivo when intravenous injection at single dose or repeated 

administrations. 

 
The mode of cellular photodamage that occurs after PDT often 

involves death pathways such as necrosis or apoptosis. Necrosis 

is generally accompanied by a loss of membrane integrity and 
metabolic homeostasis due to uncontrolled and immediate 

cellular disintegration. This death pathway is associated with 

characteristic morphologic changes including cell swelling and 

membrane rupture. In general, necrosis may occur in cells when 
high fluence and PS concentrations are being applied [48]. Cell 

death described after PDT is usually through apoptosis. 

Apoptosis involves controlled cell destruction and packaging of 
cell components in apoptotic bodies, which can be phagocytized. 

Apoptosis is characterized morphologically by cell shrinkage 

and other distinctive changes such as nuclear chromatin 
condensation, fragmentation of the nucleus, and segregation of 

the cell into apoptotic bodies [49]. ROS generated either in 

mitochondria or in the cytoplasm have been shown to be a potent 

inducer of apoptosis. PDT-induced ROS-generation triggers 
mitochondrial pore-opening leading to caspase activation and 

thus induces apoptotic cell death [50,51]. Some authors have 

shown that tetraphenylporphyrin (TPP) derivatives triggered 
PDT-induced apoptosis. Costa et al. reported that 5,10,15,20-

Tetra (quinolin-2-yl) porphyrin (2-TQP) decreased cell viability 

after PDT in HT-29 CRC cells [52]. Baldea et al. demonstrated 

the meso-5,10,15,20-tetrakis (4-hydroxyphenyl) porphyrin 
(THOPP) induced apoptosis through caspase activation after 

PDT [53]. Liao et al. reported TPP derivatives possessing 

piperidine groups induced cell death after PDT in the QBC-939 
cholangiocarcinoma cell line and antitumor efficacy in QBC-939 

tumor-bearing mice [54]. Roby et al. described TPP free and 

TPP-loaded PEG-PE micelles induced apoptosis in murine 
Lewis lung carcinoma [55]. Wu et al. highlighted apoptosis 
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induction after PDT using POCL treatment composed in part of 

TPP in HeLa cervical cancer cells or HeLa tumor-bearing mice 
[56]. In our study, we demonstrated that TPPOH-X SNPs-PDT 

induced in vitro and in vivo cell death through the apoptosis 

pathway due to ROS generation in CRC cell lines. We have 

shown that TPPOH-X SNPs-PDT triggered mitochondrial pore-
opening by the increase in JC-1 monomer rates. We highlighted 

apoptosis was due to caspase-3/7 involvement leading to DNA 

fragmentation. In addition, we demonstrated by TEM that CRC 
cells exhibited morphological features such as cell membrane 

shrinkage, nuclear condensation and formation of phagocytic 

vesicles or apoptotic bodies, hallmark events of apoptosis. We 
also reported that TPPOH-X SNPs induced apoptosis in our HT-

29 tumor-bearing mice, as shown by the TUNEL assay.  

 

Numerous studies have indicated that autophagy is activated 
after PDT as a result of ROS generation. Autophagy is an 

essential physiological process that functions to maintain cell 

homeostasis by removing dysfunctional or impaired cellular 
components and organelles [57]. There are some controversies 

regarding autophagy functions: autophagy plays a critical role 

both in programmed cell death and in survival processes. Several 
reports have demonstrated that PDT-induced autophagy 

significantly improved cytoprotective effects. Xue et al. showed 

that Ce6-mediated PDT induced significant apoptosis and 

autophagy, as indicated by the increased expression of cleaved 
caspase-3 and enhanced conversion of LC3-I/II forms. 

Autophagy inhibition by the pharmacological inhibitor: 3-MA, 

markedly increased PDT-induced cell death in SW620 cells [58]. 
Xiong et al. demonstrated the same results with also an increased 

number of autophagic vacuoles using Photosan-mediated PDT in 

HCT116 and SW620 cells. Combined treatment with the 

autophagy inhibitor: chloroquine, aggravated apoptosis. This 
combined strategy also resulted in a greater killing effect in a 

xenograft model, in which tumor volume decreased faster in the 

combined group than in the group treated with PDT alone [59]. 
Wei et al. reported same data in vitro and in vivo using PpIX-

mediated PDT and autophagy pharmacological inhibitors or 

Atg5 depletion in CRC cells [60]. However, autophagy can also 
act as a pro-death process. Some studies showed that applying an 
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autophagy inhibitor significantly decreased cytotoxicity and 

apoptosis in osteosarcoma cells [61] or in breast cancer cells [62] 
treated with PDT. In our study, autophagy was involved after 

TPPOH-X SNPs-PDT in vitro as shown by the overexpression of 

autophagy-related proteins (Beclin-1, Atg5 and LC3) and the 

increased number of autophagic vacuoles. Autophagy is also 
enhanced in vivo as shown by the increased LC3 

immunohistochemistry staining. Pharmacological autophagy 

inhibition by 3-MA markedly increased PDT-induced cell death 
in CRC cell lines. Moreover, in vivo autophagy inhibition 

induced a significant decrease in tumor volume compared to 

TPPOH-X SNPs-PDT without 3-MA co-treatment. Taken 
together, these findings suggest that PDT-stimulated autophagy 

acts as a PDT-resistance mechanism in our CRC model. 

 

Materials and Methods  
Materials  
 

DMEM medium, DMEM red-phenol-free medium, RPMI 1640 

medium, RPMI 1640 red-phenol-free medium, fetal bovine 
serum (FBS), L-glutamine and penicillin-streptomycin were 

purchased from Gibco BRL (Cergy-Pontoise, France). 3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT), 
N-acetyl-L-cysteine (NAC), 3-methyladenine (3-MA), anti-β-

                5 5′ 6 6′-tetrachloro-1 1′ 3 3′-

tetraethylbenzimidazolocarbocyanine iodide (JC-1) and cell 
death detection enzyme-linked immunosorbent assay

PLUS
 

(ELISA) were obtained from Sigma-Aldrich (Saint-Quentin-

Fallavier, France). Beclin-1, Atg5 and LC3 antibodies were 

acquired from Cell Signaling Technology—Ozyme (Saint-
Quentin-en-Y       ). 2  7 -dichlorofluorescein diacetate 

(DCFDA) cellular ROS detection assay kit and goat anti-rabbit 

IgG H&L horseradish peroxidase (HRP) secondary antibody 
were purchased from Abcam (Paris, France). LysoTracker, 

MitoTracker, rabbit anti-mouse IgG-IgM H&L HRP secondary 

antibody, TO-PRO-3, annexin V-FITC and propidium iodide 

(PI) were obtained from Invitrogen—Thermo Fisher Scientific 
(Villebon-sur-Yvette, France). Immobilon Western 

Chemiluminescent HRP Substrate was acquired from Merck 
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(Lyon, France). Caspase-3/7 green reagent was purchased from 

Sartorius (Göttingen, Germany).  

 

Synthesis of Free TPPOH and TPPOH-X SNPs  
 
The synthesis and characterization of free TPPOH and TPPOH-

X SNPs were recently published by our research team [29]. 

SNPs were synthesized with an 80 nm average diameter 
following the modified Stöber method. Free TPPOH was 

synthesized and was conjugated with xylan via an esterification 

reaction forming TPPOH-X which was used in the surface 

modification of SNPs. The presence of glucuronic acid groups 
on xylan results in the formation of ionic bonds on the surface of 

SNPs which is made cationic by (3-aminopropyl) triethoxysilane 

(APTES). SNPs vectorization did not induced changes in the 
TPPOH spectrum (supplementary data [29]). Stock solutions of 

free TPPOH (5 mg/mL) and TPPOH-X SNPs (20 mg/mL) were 

prepared in ethanol. 

 

Cell Culture  
 

Human CRC cell lines (HT-29, HCT116 and SW620) were 

purchased from the American Type Culture Collection (ATCC—

LGC Standards, Molsheim, France). Cells were grown in 
DMEM medium for HT-29 cells and RPMI 1640 medium for 

HCT116 and SW620 cells. Cells were supplemented with 10% 

FBS, 1% L-              100  /                  100 μ /   
streptomycin. Cultures were maintained in a humidified 

atmosphere containing 5% CO2 at 37 °C. For all experiments, 

cells were seeded at 2.1 × 10
4
, 1.2 × 10

4
 and 1.5 × 10

4
 cells/cm

2
 

for HT-29, HCT116 and SW620 cells respectively and culture 

medium was replaced by red phenol-free appropriate culture 

medium before PDT. Stock solutions of free TPPOH and 

TPPOH-X SNPs were diluted in culture medium to obtain the 
appropriate final concentrations. The same amount of vehicle 

(percentage of ethanol did not exceed 0.6%) was added to 

control cells. 
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In Vitro Phototoxicity of TPPOH-PDT  
 

Phototoxicity was determined using MTT assay. Cells were 

seeded in 96-well culture plates and grown for 24 h in 

appropriate culture medium prior to exposure or not to TPPOH 
or SNPs. After 24 h incubation, cells were irradiated or not with 

630–660 nm CURElight lamp at 75 J/cm
2
 (PhotoCure ASA, 

Oslo, Norway). MTT assay were performed 48 h after irradiation 
and cell viability was expressed as a percentage of each 

treatment condition by normalizing to untreated cells. 

 

Intracellular ROS Generation by TPPOH-PDT  
 

ROS generation was quantified using a cellular reactive oxygen 
species detection assay which uses the cell permeant reagent 

DCFDA. Cells were seeded in 6-well culture plates and were 

grown for 24 h prior to exposure or not to TPPOH at respective 
IC50 values. After 24 h incubation, cells were stained with 

DCFDA for 30 min at 37 °C. After washing, cells were 

irradiated or not. To confirm ROS inhibition, cells were 
pretreated with ROS scavenger NAC 1 h before PDT at 10 mM. 

ROS generation was examined by flow cytometry 4 h post-PDT. 

Tert-Butyl Hydrogen Peroxide (TBHP) was used as a positive 

           250 μ . 

 

TPPOH Cellular Uptake and Localization  
 

Cells were seeded in 6-well culture plates and were grown for 24 

h prior to exposure to free TPPOH or TPPOH-X SNPs at the 

sam                (1 μ     OH).       24               
TPPOH fluorescence (excitation/emission: 405/650 nm) was 

determined by AMNIS
®
 imaging flow cytometry analysis and 

studied with IDEAS software (Merck). To determine TPPOH-X 
SNPs localizations, cells were seeded and treated as described 

above and co-treated at 37 °C with 75 nM LysoTracker during 2 

h or 150 nM MitoTracker during 45 min. TPPOH-X SNPs 

localizations were determined by AMNIS
®
 imaging flow 

cytometry and studied with IDEAS software using TPPOH 

fluorescence (excitation/emission: 405/650 nm) with 

LysoTracker fluorescence (excitation/emission: 578/603 nm) or 
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MitoTracker fluorescence (excitation/emission: 490/516 nm). 

The same protocol was conducted for confocal microscopy 
analysis and photos were taken with a confocal microscope 

(laser Zeiss LSM 510 Meta—×1000) 

 

Transmission Electron Microscopy (TEM)  
 

Cells were seeded in 6-well culture plates and were grown for 24 
h prior to exposure or not to TPPOH-X SNPs treatment. After 24 

h of incubation, cells were recovered for uptake experiment. For 

apoptosis and autophagy experiments, cells were irradiated or 

not. 48 h post-PDT protocol or immediately after 24 h of 
incubation for uptake experiment, cells were then incubated in 

1% osmium tetroxide solution for 30 min at room temperature, 

dehydrated with increasing ethanol concentrations, and 
embedded in epon. Cells were polymerized over 48 h at 60 °C 

and ultrathin sections (80–100 nm) were prepared. Grids were 

stained with uranyl acetate and lead citrate and examined with 
TEM JEM-1011 (JEOL, Croissy-sur-Seine, France) operated at 

80 KeV. 

 

Autophagy Detection and Inhibition  

 
Cells were seeded in 25 cm

2
 tissue culture flasks and were grown 

for 24 h prior to exposure or not to TPPOH-X SNPs at the IC50 

value. After 24 h incubation, cells were treated or not with the 

autophagy pharmacological inhibitor: 3-MA at 2 mM and were 
irradiated. 48 h post-PDT, cells were recovered and lysed in 

RIPA lysis buffer. Protein levels were determined using the 

Bradford method. Western blotting was performed on 
autophagy-related proteins, anti-Beclin-1 (1:1000), anti-Atg5 

(1:1000) and anti-LC3 (1:1000). Anti-β-actin (1:5000) was used 

as a loading control. After incubation with the appropriate 

secondary antibodies, blots were developed using the Immobilon 
Western Chemiluminescent HRP Substrate and G:BOX system 

(Syngene, Cambridge, UK). 
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In vitro Apoptosis by TPPOH-X SNPs  
 

Cells were seeded in 25 cm
2
 tissue culture flasks and were grown 

for 24 h prior to exposure or not to TPPOH-X SNPs at the IC50 

value. After 24 h incubation, cells were treated or not with 3-MA 
and were irradiated. Cells were recovered 48 h post-PDT and 

divided in three groups. The first group was used to estimate 

mitochondrial membrane potential using JC-1. Cells were treated 
with JC-1 (1 μ /  )     30        37 °                 O-

PRO-3 (1 μ )                                          

immediately evaluated by flow cytometry. The second group of 

cells was used to determine apoptosis by dual staining with 
Annexin V-FITC and PI. Cells were treated with Annexin V-

            (1.5 μ )     15                                  

viability was determined by flow cytometry. The last group was 
used to assess DNA fragmentation. Histone release from the 

nucleus during apoptosis was analyzed using the Cell Death 

Detection ELISA
PLUS

 as previously described [63]. Cytosol 
extracts were obtained according to the manufacturer's protocol. 

DNA fragmentation was measured and results were reported as 

n-fold compared to control.  

 
Cells were seeded in 96-well culture plates and were grown for 

24 h prior to exposure or not to TPPOH-X SNPs at the IC50 

value. After 24 h incubation, cells were treated or not with 3-MA 
and were irradiated. Then, cells were treated with caspase-3/7 

              (5 μ )             ced in the IncuCyte S3 live 

cell analysis system (Sartorius). Cells were imaged every 2 h 
with 4 images/well in phase contrast and green fluorescence 

modes using a ×10 objective to detect apoptotic cells. Apoptotic 

level was quantified by the IncuCyte software (Sartorius) as 

caspase-3/7 green count/cell count/well. 

 

Heterotopic CRC Model  
 
To establish a subcutaneous xenograft model of human CRC, 

human CRC HT-29 cells (5x10
6
          100 μ     50/50  B -

matrigel) were subcutaneously injected in each side of the dorsal 
region of four-week-           B   /            (≈20  ).    

these sites, the tumors were easily accessible for treatment and 
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assessment of response. We measured tumor dimensions every 

other day by a caliper and calculated the volume with the 
formula (V = 4π/3 × LW

2
/8, where L is tumor length and W is 

tumor width) [64]. 

 

In Vivo Antitumor Efficacy and Biosafety Evaluation of 

TPPOH-PDT  
 
To confirm antitumor efficacy, HT-29 tumor-bearing mice were 

established as described above and anticancer treatments were 

administered when the tumors were approximately 100–150 
mm

3
. Mice were randomly divided into five groups (n = 6): 

control, free TPPOH, TPPOH-X SNPs, TPPOH-X SNPs + 3-

MA and TPPOH-X SNPs multi. Mice were injected in the tail 
          100 μ     sphate buffered saline (PBS) or 1/100

e
 

lethal dose 50 (LD50) (Log LD50 = 0.435 log IC50 (mM) + 0.625) 

[65] for all TPPOH groups: free TPPOH (3.26 mg/kg), TPPOH-

X SNPs with or without 3-MA and multi group (1.16 mg/kg 
TPPOH and 334 mg/kg SNPs). Mice from the TPPOH-X SNPs 

+ 3-                    100 μ       j          24   /   3-MA 

[66]. Then, 24 h post-injection, only one tumor per mouse was 
subjected to light irradiation to compare intra-individual 

irradiation effects. Consequently, 10 conditions were studied: 

each of the 5 groups was divided in 2 conditions (no irradiation: 
PDT—and red irradiation: PDT +). Irradiation was performed 

with a 660 nm red laser (Z-LASER, Freiburg, Germany). PDT 

was performed by 2 sequences of 5 min irradiation separated by 

5 min (at 660 nm with 100 mW, for a 200 J/cm
2
 fluence as 

previously described [67]. For the TPPOH-X SNPs multi group, 

the same protocol was conducted every 5 days. At 24 h post-

PDT, one mouse from each group except for the TPPOH-X 
SNPs multi group was sacrificed and tumors were harvested and 

fixed in 4% paraformaldehyde to prepare paraffin sections. 

Hematoxylin/eosin/saffron (HES) staining was used for 

histological analyses, while TUNEL assay and LC3 staining 
were performed to assess apoptosis and autophagy levels in the 

tumors, respectively. For other mice, tumor size and mouse body 

weight were recorded every 2 days. HT-29 tumor-bearing mice 
were sacrificed on day 20 after initial drug treatment and tumor 

weight was recorded. Tumors and major organs including 
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kidneys, liver, lungs, heart and spleen were harvested and fixed 

in 4% paraformaldehyde to prepare paraffin sections. HES 
staining was used for histological analysis and Ki-67 staining 

was used to assess tumor cell proliferation and growth. HES 

staining was performed with Tissue Tek (Sakura, Alphen aan 

den Rijn, Netherlands), Ki-67 staining with BenchMark Ultra 
Ventana (Roche Diagnostics, Meylan, France), TUNEL assay 

with the cell death detection kit POD (Roche Diagnostics) and 

LC3 staining with LC3 antibody (1:200) and revealed with 
Acuity Advanced Biotin Free Polymer Detection System DAB 

(BioLegend, London, UK). All histological analyses were 

scanned under the NanoZoomer RS2 optical microscope scanner 
(Hamamatsu Photonics, Massy, France) and studied with 

NDPView software. 

 

In Vivo Biodistribution of TPPOH-X SNPs  
 

To determine the biodistribution of TPPOH treatments, free 
TPPOH and TPPOH-X SNPs were labeled with Cyanine 5.5 

(Lumiprobe, Hannover, Germany) to allow tracking because the 

TPPOH emission spectrum overlaps with that of blood. HT-29 

tumor-bearing mice, established as described above, were 
randomly divided into two groups (n = 3) and intravenously 

injected with 1/100
e
 LD50 for both group: Cy5.5-free TPPOH 

(3.26 mg/kg) and Cy5.5-TPPOH-X SNPs (1.16 mg/kg TPPOH 
and 334 mg/kg SNPs). Then 24 h post-injection, the 

biodistribution was determined using IVIS Lumina quantitative 

fluorescence imaging system (PerkinElmer, Villepinte, France). 
Subsequently, the mice were sacrificed and ex vivo 

biodistribution images of the tumors and major organs were 

immediately taken. Relative signal intensity in tumors and 

organs was calculated, using Living Image software 
(PerkinElmer), as radiant efficiency 

([photons/s/cm
2
/  ]/[μW/  

2
]) per pixel of the region of interest 

(ROI), which was drawn around the respective organ. 

 

Ethical Statement  
 
Institutional review board approval was obtained from the 

Regional Animal Experimentation Ethics Committee (approval 
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number: #16335-2018073009499570 v3). All animal 

experiments and experimental protocols were in accordance with 
the recommendations of the European Directive of 22 September 

2010 (2010/63/EU) on the protection of animals used for 

scientific purposes. All efforts were made to reduce the number 

of animals used and to ensure their optimal conditions of well-
being before, during, and after each experiment. 

 

Statistical Analysis  
 
All quantitative results are expressed as the mean ± standard 

error of the mean (SEM) of separate experiments. Statistical 

significance was evaluated by the two-                          

t-test and expressed as: * p < 0.05; ** p < 0.01 and *** p < 
0.001.  

 

Conclusions  
 
In this study, we evaluated for the first time the anticancer 

efficacy of the new TPPOH-X SNPs synthesized by our research 

team in human CRC cell lines and on HT-29 tumor-bearing 

mice. According to our hypothesis concerning the interest of 
SNPs vectorization, we demonstrated the strong anticancer 

efficacy of TPPOH in vitro and in vivo, and the additional 

benefit of vectorized SNPs. As shown by the strong antitumor 
efficacy on HT-29 tumor-bearing mice with both multi TPPOH-

X SNPs-PDT or co-treatment with an autophagy inhibitor, our 

new TPPOH-X SNPs seem to be a promising PDT agent for 
further clinical protocols. 
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Supplementary Materials 
 

 
 
Figure S1: In vitro phototoxic effects of TPPOH-X SNPs-PDT and ROS 
production. (A) HCT116 cells were treated or not with free TPPOH and 
TPPOH-X SNPs based on TPPOH concentration. Then, cells were exposed or 
not to PDT. Phototoxic effects were determined 48 h post-PDT using the MTT 

assay. Cell viability, expressed in percentage of each condition, was compared 
to controls. IC50 values were calculated of 72.6 nM for TPPOH-X SNPs-PDT 
           3 μ              OH-PDT. (B) HCT116 cells were treated or not 
with TPPOH-X SNPs and SNPs based on nanoparticles concentration. Then, 
cells were exposed or not to PDT. Phototoxic effects were determined 48 h 
post-PDT using the MTT assay. Cell viability, expressed in percentage of each 
condition, was compared to controls. (C) HCT116 cells were treated or not with 
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free TPPOH or (D) TPPOH-X SNPs with or without NAC co-treatment and 
then photoactivated or not. (E) Comparison of free TPPOH and TPPOH-X 
SNPs on ROS generation in HCT116 cells. Intracellular ROS levels using 
DCFDA staining were measured 4 h post-PDT by flow cytometry. Greater right 
shift implied higher fluorescence intensity resulting from higher amounts of 

DCF formation and thus greater ROS generation. Data are shown as mean ± 
SEM (n = 3). **p < 0.01 and ***p < 0.001. 
 

 
 

Figure S2: In vitro phototoxic effects of TPPOH-X SNPs-PDT and ROS 

production. (A) SW620 cells were treated or not with free TPPOH and 
TPPOH-X SNPs based on TPPOH concentration. Then, cells were exposed or 
not to PDT. Phototoxic effects were determined 48 h post-PDT using the MTT 
assay. Cell viability, expressed in percentage of each condition, was compared 
to controls. IC50 values were calculated of 75.4 nM for TPPOH-X SNPs-PDT 
           3 μ              OH-PDT. (B) SW620 cells were treated or not 
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with TPPOH-X SNPs and SNPs based on nanoparticles concentration. Then, 
cells were exposed or not to PDT. Phototoxic effects were determined 48 h 
post-PDT using the MTT assay. Cell viability, expressed in percentage of each 
condition, was compared to controls. (C) SW620 cells were treated or not with 
free TPPOH or (D) TPPOH-X SNPs with or without NAC co-treatment and 

then photoactivated or not. (E) Comparison of free TPPOH and TPPOH-X 
SNPs on ROS generation in SW620 cells. Intracellular ROS levels using 
DCFDA staining were measured 4 h post-PDT by flow cytometry. Greater right 
shift implied higher fluorescence intensity resulting from higher amounts of 
DCF formation and thus greater ROS generation. Data are shown as mean ± 
SEM (n = 3). **p < 0.01 and ***p < 0.001. 
 

 
 
Figure S3: Cell uptake of TPPOH-X SNPs by HCT116 cells. (A) HCT116 
cells were treated with free TPPOH and TPPOH-X         1 μ           
uptake of these compounds was studied 24 h post-treatment by AMNIS 
imaging flow cytometry. The first graph highlights the size/structure of 
HCT116 cells. After selection of the cell population, TPPOH intensity in 
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HCT116 cells was shown in the second graph and in representative images. 
The table summarizes the amount of positive TPPOH cells relative to all cells 
compared to free TPPOH and TPPOH-X SNPs treatments. White scale bar = 
10 μ . (B)                              H  116                           
TPPOH-X SNPs 24 h post-treatment are shown. Red arrows indicate 

                           . B               = 1 μ . ( ) H  116 cells were co-
treated with TPPOH-X SNPs and LysoTracker or MitoTracker and co-
localization was studied 24 h post-treatment by AMNIS imaging flow 
cytometry analysis. The first graph shows TPPOH intensity in HCT116 cells 
and the second graph shows similarity of TPPOH positive cells compared to 
LysoTracker or MitoTracker. The table summarizes the amount of TPPOH 
positive cells co-localized with LysoTracker or MitoTracker. Representative 
images of colocalization of TPPOH-X SNPs and LysoTracker in HCT116 cells 

         . W               = 10 μ .                                     
experiments. 

 
 

Figure S4: Cell uptake of TPPOH-X SNPs by SW620 cells. (A) SW620 cells 
were treated with free TPPOH and TPPOH-X         1 μ  and cell uptake of 
these compounds was studied 24 h post-treatment by AMNIS imaging flow 
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cytometry. The first graph highlights the size/structure of SW620 cells. After 
selection of the cell population, TPPOH intensity in SW620 cells was shown in 
the second graph and in representative images. The table summarizes the 
amount of positive TPPOH cells relative to all cells compared to free TPPOH 
and TPPOH-X                . W               = 10 μ . (B)                

TEM images of SW620 cells treated or not with TPPOH-X SNPs 24 h post-
treatment are shown. Red arrows indicate intracellular nanoparticles. Black 
          = 1 μ . ( )  W620              -treated with TPPOH-X SNPs and 
LysoTracker or MitoTracker and co-localization was studied 24 h post-
treatment by AMNIS imaging flow cytometry analysis. The first graph shows 
TPPOH intensity in SW620 cells and the second graph shows similarity of 
TPPOH positive cells compared to LysoTracker or MitoTracker. The table 
summarizes the amount of TPPOH positive cells co-localized with 

LysoTracker or MitoTracker. Representative images of co-localization of 
TPPOH-X SNPs and LysoTracker in SW620 cells are shown. White scale bar = 
10 μ .                                      x         . 

 
 
Figure S5: TPPOH-X SNPs localization in HT-29 cells. (A) HT-29 cells were 
co-treated with TPPOH-X SNPs and LysoTracker or (B) MitoTracker and co-
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localization was studied 24 h post-treatment by confocal microscopy. 
Representative images of co-localization of TPPOH-X SNPs with LysoTracker 
or MitoTracker in HT-29                . W               = 10 μ .          
shown as three independent experiments. 
 

 
Figure S6: TPPOH-X SNPs localization in HCT116 cells. (A) HCT116 cells 
were co-treated with TPPOH-X SNPs and LysoTracker or (B) MitoTracker and 
co-localization was studied 24 h post-treatment by confocal microscopy. 
Representative images of co-localization of TPPOH-X SNPs with LysoTracker 
                  H  116                . W               = 10 μ .          
shown as three independent experiments. 
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Figure S7: TPPOH-X SNPs localization in SW620 cells. (A) SW620 cells 
were co-treated with TPPOH-X SNPs and LysoTracker or (B) MitoTracker and 
co-localization was studied 24 h post-treatment by confocal microscopy. 
Representative images of co-localization of TPPOH-X SNPs with LysoTracker 
                   W620                . W               = 10 μ .          
shown as three independent experiments. 
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Figure S8: Effects of TPPOH-X SNPs-PDT on HCT116 cell line apoptosis. 
(A) HCT116 cells were treated or not with TPPOH-X SNPs and then 
photoactivated or not. The mitochondrial membrane potential was analyzed by 
flow cytometry with JC-1 at 48 h post-PDT. R2 represents the aggregate ratio 
and R3 the monomer ratio. (B) HCT116 cells were also stained, 48 h post-PDT, 

with Annexin V-FITC and PI, and apoptosis was analyzed by flow cytometry. 
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Upper right quadrant represents the percentage of late apoptosis, and the lower 
right quadrant represents early apoptosis. (C) Caspase-3/7 activity, with the 
same conditions in HCT116 cells, was evaluated every 2 h during 48 h post-
PDT by IncuCyte imaging live cell analysis and green count/cell count/well are 
shown. Representative images at 48 h post-PDT are shown. Yellow scale bar = 

400 μ . ( )                      H  116       48       -PDT was 
quantified from cytosol extracts by ELISA. Results are reported as n-fold 
compared to light control. (E) Representative TEM images of HCT116 cells 
treated or not with TPPOH-X SNPs and photoactivated or not 48 h post-PDT 
were shown. Red arrows indicate intracellular nanoparticles. Black scale bar = 
1 μ .                        ±     (  = 3). ***  < 0.001. 
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Figure S9: Effects of TPPOH-X SNPs-PDT on SW620 cell line apoptosis. (A) 
SW620 cells were treated or not with TPPOH-X SNPs and then photoactivated 
or not. The mitochondrial membrane potential was analyzed by flow cytometry 
with JC-1 at 48 h post-PDT. R2 represents the aggregate ratio and R3 the 
monomer ratio. (B) SW620 cells were also stained, 48 h post-PDT, with 
Annexin V-FITC and PI, and apoptosis was analyzed by flow cytometry. Upper 
right quadrant represents the percentage of late apoptosis, and the lower right 
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quadrant represents early apoptosis. (C) Caspase-3/7 activity, with the same 
conditions in SW620 cells, was evaluated every 2 h during 48 h post-PDT by 
IncuCyte imaging live cell analysis and green count/cell count/well are shown. 
Representative images at 48 h post-PDT are shown. Yellow scale bar = 400 
μ . (D) DNA fragmentation in SW620 cells 48 h post-PDT was quantified 

from cytosol extracts by ELISA. Results are reported as n-fold compared to 
light control. (E) Representative TEM images of SW620 cells treated or not 
with TPPOH-X SNPs and photoactivated or not 48 h post-PDT were shown. 
Red arrows indicate                            . B               = 1 μ .      
are shown as mean ± SEM (n = 3). ***p < 0.001. 
 

 
 

Figure S10: Effects of autophagy inhibition on HCT116 apoptosis. (A) 
HCT116 cells were treated or not with TPPOH-X SNPs in the presence or 
absence of 3-MA for 24 h. Expression of autophagy-related proteins was 
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analyzed by Western blotting 48 h post-   . β-actin was used as a loading 
control. Representative images were shown. (B) Representative TEM images of 
HCT116 cells treated or not with TPPOH-X SNPs 48 h post- PDT protocol are 
shown. Red arrowheads indicate autophagosomes in the treated cells. Scale bar 
= 1 μ . (C) HCT116 cells were treated or not with TPPOH-X SNPs with or 

without 3-MA co-treatment and then photoactivated or not. At 48 h post-PDT, 
cells were stained with Annexin V-FITC and PI, and apoptosis was analyzed by 
flow cytometry. Upper right quadrant represents the percentage of late 
apoptosis, and the lower right quadrant represents early apoptosis. (D) With the 
same conditions of treatment, caspase-3/7 activity was evaluated each 2 h 
during 48 h post-PDT protocol by IncuCyte imaging live cell analysis and 
green count/cell count/well were shown. Representative images at 48 h post-
PDT protocol were shown. Yellow scale bar = 400 μ . (E) With the same 

conditions of treatment, DNA fragmentation was quantified from cytosol 
extracts with ELISA. Results were reported as n-fold compared to light control. 
Data are shown as mean ± SEM (n = 3). ***p < 0.001. 
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Figure S11: Effects of autophagy inhibition on SW620 apoptosis. (A) SW620 
cells were treated or not with TPPOH-X SNPs in the presence or absence of 3-
MA for 24 h. Expression of autophagy-related proteins was analyzed by 
Western blotting 48 h post-   . β-actin was used as a loading control. 
Representative images were shown. (B) Representative TEM images of SW620 

cells treated or not with TPPOH-X SNPs 48 h post- PDT protocol are shown. 
Red arrowheads indicate autophago                          .           = 1 μ . 
(C) 
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SW620 cells were treated or not with TPPOH-X SNPs with or without 3-MA 
co-treatment and then photoactivated or not. At 48 h post-PDT, cells were 
stained with Annexin V-FITC and PI, and apoptosis was analyzed by flow 
cytometry. Upper right quadrant represents the percentage of late apoptosis, 
and the lower right quadrant represents early apoptosis. (D) With the same 

conditions of treatment, caspase-3/7 activity was evaluated each 2 h during 48 
h post-PDT protocol by IncuCyte imaging live cell analysis and green 
count/cell count/well were shown. Representative images at 48 h post-PDT 
protocol were shown. Yellow scale bar = 400 μ . (E) With the same 
conditions of treatment, DNA fragmentation was quantified from cytosol 
extracts with ELISA. Results were reported as n-fold compared to light control. 
Data are shown as mean ± SEM (n = 3). ***p < 0.001. 
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Figure S12:  In vivo phototoxic effects on tumor growth. (A) Body weight 
variations of HT-29 tumor-bearing nude mice over the treatment period. (B) 
Tumor weight of the treatment groups after mice sacrifice. Data are shown as 

mean ± SEM (n = 5). *p < 0.05 and **p < 0.01. 
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Abstract  
 

B-cell development is spatially and temporally regulated with the 

Ig heavy chain (IgH) locus as a conductor. Starting with the first 

steps of B-cell development, IgH DNA remodeling constantly 

occurs under the control of the two cis-regulatory elements 5’E 

(during early stages of B-cell development) and 3’RR (during 

late stages of B-cell development). These enhancers are reported 

to physically interact via IgH DNA loops of still unclear 

functional significance at the pro-B cell stage. We thus 

investigated if 5’E and 3’RR were independent drivers of locus 

remodelling or if their functions were more intimately 

intermingled during B-cell ontogeny. RNAseq experiments 

reported that these two cis-enhancers are independent motors of 

IgH locus remodelling with no mutual cis-transcriptional 

interactions within the IgH locus and no trans-transcriptional 

interaction with the Ig light chain kappa (Ig) locus. These 

results validate the hypothesis that the two major enhancers of 

the IgH locus are independent engines of locus remodelling; the 

activation of one does not depend on the activation of the other 

(and vice versa). 

 

Keywords  
 

IgH 3’ Regulatory Region; 5’E Enhancer; IgL Locus; 

Transcriptional Enhancer; Knock-out Mice; RAG-Deficient 

Mice 
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Introduction  
 

By their impact on nuclear organisation, enhancers are master 

regulators of cell fate [1]. The immunoglobulin heavy chain 

(IgH) locus undergoes numerous changes throughout B-cell 

differentiation. Among them, transcription and accessibility for 

V(D)J recombination, class switch recombination (CSR) and 

somatic hypermutation (SHM) are the most notable [2]. The IgH 

locus carries two potent enhancers separated by 200 kb (Figure 

1A). 5’E and the 3’ regulatory region (3’RR), located at both 

ends of the constant gene cluster, control locus remodelling 

during B-cell differentiation [2]. Several studies have reported 

long-range interactions between 5’E and 3’RR enhancers during 

B-cell maturation [3-5]. The question of mutual transcriptional 

cross-talk between these two enhancer entities remains open. 

During B-cell development, the heavy and light chain (IgL) loci 

are poised for their VDJ and VJ rearrangements, respectively [2]. 

The IgH locus first rearranges with D-J segments at the pro-B-

cell stage followed by V-DJ joining at the pre-B-cell stage. The 

Igk locus is poised for VJ rearrangements at the pre-B cell stage. 

A transient association (trans-mediated by Ig enhancer 

elements) between IgH and Igk loci has been demonstrated at the 

pre-B cell stage [6,7]. The question of a trans-mediated effect of 

IgH enhancer elements (5’E and 3’RR) on Ig locus remains 

open. In this study we examined whether 5’E and 3’RR 

enhancers were independent motors of locus remodelling or if 

their functions were more intimately intermingled during B-cell 

ontogeny. We thus developed E-RAG-deficient and3’RR-

RAG-deficient mice to investigate potential transcriptional cross-

talk between 5’E and 3’RR enhancers at the immature B-cell 

stage. We also analysed transcriptomic data in order to identify a 

putative trans-transcriptional effect beyond the Igk locus in IgH 

enhancer-deficient mice. 
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Figure 1: 3’RR eRNA in pro-B cells.  

A: Schematic representation of the IgH locus (not to scale). V (variable), D 

(diversity), J (junctional) and C (constant) segments are located as well as the 

5’E element and the 3’RR. The 3’RR contains 4 transcriptional enhancers. 

Three of them are encompassed in a 25kb palindromic structure. B: Detection 

of 3’RR eRNAs. Lower panel: Wt B-cell splenocytes were stimulated 2 days 

with 5 g/ml LPS (8-12 weeks old, males and females). RNAseq experiments 

were done after depletion of rRNA. One representative experiment out of two 

is reported with 3 mice per sample. Upper and medium panels: Pro-B cells of 

RAG-deficient (upper panel) and E-RAG-deficient (medium panel) mice. 

One representative experiment out of two is reported with 4 to 5 mice per 

genotype. 
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Material and Methods  
Mice  
 

RAG-deficient mice (Janvier Labs, France), E8] -RAG-

deficient mice and 3’RR [9] -RAG-deficient mice were housed 

in the EOPS facility of the University of Limoges (France) and 

procedures were conducted in agreement with European 

Directive 2010/63/EU on animals used for scientific purposes. 

The APAFiS≠13855 projet was authorized by the French 

« Ministère de l'Education Nationale, de l'Enseignement 

Supérieur et de la Recherche ».  

 

Cells for RNAseq Experiments  
 

Femoral pro-B cells were recovered with the EasySep
TM

 mouse 

B-cell isolation Kit (STEMCELL Technologies, France) 

designed to isolate B cells from single-cell suspensions by 

negative selection. Unwanted cells were targeted for removal 

with biotinylated antibodies directed against non-B cells and 

streptavidin-coated magnetic particles (RapidSpheres™). 

Labeled cells were separated using an EasySep™ magnet 

without the use of columns. Desired cells were collected into a 

new tube. Cells of RAG-deficient, E-RAG-deficient and 

3’RR-RAG-deficient mice (8-12 weeks old, males and females) 

were used. In another set of experiments, wt B-splenocytes were 

stimulated with 5g/ml LPS for two days as a positive control of 

3’RR eRNA detection. 

 

RNAseq Experiments  
 

Pro-B cells were obtained from 10 RAG-deficient, 10 3’RR-

RAG-deficient mice and 10 E-RAG-deficient mice. RNA was 

extracted using miRNeasy kit from QIAGEN, according to the 

manufacturer’s instructions. Two RNA pools (five samples each) 

were obtained for each genotype. RNA libraries were prepared 

using TruSeq Stranded Total RNA with Ribo-Zero Gold 

(Illumina), according to the manufacturer’s instructions. 

Libraries were sequenced on a NextSeq500 sequencer, using 

NextSeq 500/550 High Output Kit (Illumina). Illumina 
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NextSeq500 paired-end 2x150nt reads were mapped with STAR 

release v2.4.0a versus mm10 with a gene model from Ensembl 

release 77 with default parameters.10-12 RNAseq experiments 

were done by the genomics platform of Nice Sophia Antipolis 

(France). Data were deposited in Gene Expression Omnibus 

under the accession number GSE117449, GSE169690 and 

GSE169691. 

 

Results and Discussion  
 

Femoral pro-B cells were isolated from RAG-deficient, E-

RAG-deficient and 3’RR-RAG-deficient mice to investigate 

the potential transcriptional cross-talk between 5’E and 3’RR 

enhancers in immature B-cells. A schematic representation of the 

IgH locus is reported in Figure 1A. Non coding RNAs (ncRNAs) 

contribute to chromosomal looping.13 Among these ncRNAs, 

enhancer RNAs (eRNAs) are transcribed from DNA sequences 

of enhancers including the 3’RR and contribute to their enhancer 

function [14,15]. As a positive control of 3’RR eRNA detection, 

LPS-stimulated wt B-splenocytes were used (Figure 1B, lower 

panel). RNAseq experiments did not highlight any 3’RR eRNAs 

in pro-B cells of RAG andE-RAG-deficient mice (Figure 1B, 

upper and middle panel, respectively) confirming results from a 

previous study with specific RT-QPCR [16]. The absence of 

3’RR eRNAs in pro-B cells is in agreement with studies 

reporting that 3’RR has no direct role on V(D)J recombination 

[17,18]. 

 

The 5’E enhancer is implicated during DJ recombination [8]. A 

schematic representation of the variable part of the IgH locus is 

shown in Figure 2A. Genomic deletion of the 5’E enhancer 

abrogated transcription around its location including JH and C 

transcription as well as peaks of transcription specifically found 

to originate from the DQ52 promotor (D4-1) and the 5’E enhancer 

(known as o and Isense transcripts, respectively) (Figure 2B, 

upper and middle panels). As previously reported by Braikia and 

coll, [16] genomic deletion of the 3’RR had no effect on both o 

and I transcripts (Figure 2B, lower panel). A small increase in D 

antisense transcription was found in 3’RR-deficient mice 
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supporting a 3’RR-mediated transcriptional DJ silencing activity 

as previously suggested by Braikia and coll, [16] with RT-QPCR 

analysis. Together with the absence of 3’RR eRNA (Figure 1B), 

these results strongly suggest no transcriptional interaction of the 

3’RR with the 5’E element that transcriptionally control DJ 

recombination at the pro-B cell stage.  

 

A trans-mediated transcriptional effect of the Ig locus 

(mediated by Ig enhancer elements) on the IgH locus has been 

demonstrated at the pre-B cell stage [6,7]. We next explored the 

potential transcriptional cross-talk between IgH enhancers on the 

Ig locus (schematized in Figure 3A) in pro-B cells. Deletion of 

5’E did not affect Ig locus transcription (Figure 3B, middle 

panel). Deletion of 3’RR enhancers slightly affected Ig locus 

sense and antisense transcription (Figure 3B, lower panel) but 

this effect was weak and its relevance (if any) remains obscure. 

In mature B-cells, deletion of 3’RR and 5’Ehad no trans effect 

on Ig transcription in LPS-stimulated splenocytes (Figure 3C, 

middle and lower panels, respectively). These results are 

expected since no close association between the Igk and IgH loci 

has been reported in mature B-cells. 
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Figure 2: Influence of 5’E and 3’RR deletion on pro-B cell DJ transcription. 

A: Schematic representation of the IgH locus (not to scale). V, D, J and C 

segments are located as well as the 5’E element and the 3’RR. B: D, J, 5’E, 

and C sense and antisense transcription in pro-B cells of RAG-deficient, E-

RAG-deficient and 3’RR-RAG-deficient mice. One representative experiment 

out of two is reported with 4 to 5 mice per genotype. Locations of D4-1 (also 

known as DQ52) and Ipromotors are indicated.  
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Figure 3: Influence of 5’E and 3’RR deletion on Igtranscription. 

A: Schematic representation of the Ig locus (not to scale). B: Ig transcription 

in pro-B cells of RAG-deficient, E-RAG-deficient and 3’RR-RAG-

deficient mice. One representative experiment out of two is shown with 4 to 5 

mice per genotype. C: Ig transcription in B-cell splenocytes from wt, E and 

3’RR mice. B-cell splenocytes were stimulated 2 days with 5 g/ml LPS (8-

12 weeks old, males and female). One representative experiment out of two is 

shown with 3 mice per sample. 
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Concluding Remarks 
 

Studies have reported the role of 5’E and 3’RR enhancers 

during B-cell fate and maturation. Deletion of the 5’E enhancer 

markedly lowered B-cell V(D)J recombination with no effect on 

SHM and CSR [8,19]. In contrast, deletion of the 3’RR enhancer 

affected B-cell fate, [20] SHM, [21] and CSR [9,11,12]. If 

studies reported the independent roles of 5’E and 3’RR in B-cell 

maturation, few data were available concerning their synergy, 

cooperation and transcriptional cross-talk. This study shows that 

despite strong physical interactions during IgH locus DNA 

looping at the pro-B cell stage, [4,5] 5’E and 3’RR enhancers 

are independent drivers of locus remodelling. Their function is 

not intimately intermingled and their optimal activation does not 

require physical contact with each other. Analysis of IgH locus 

transcription in 5’E- and 3’RR-deficient mice reveals unilateral 

dependence of this pair of enhancers: 5’E and 3’RR 

autonomously in immature B-cells and mature B-cells, 

respectively. These results obtained with knock-out (KO) mice 

are in agreement with previous results obtain with 5’E-GFP, 

GFP-3’RR and 5’E-GFP-3’RR transgenics [22-24]. 
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Abstract  
 

Background: In addition to their roles in different biological 
processes, microRNAs in the tumor microenvironment appear to 

be potential diagnostic and prognostic biomarkers for various 

malignant diseases, including acute myeloid leukemia (AML). 
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To date, no screening of circulating miRNAs has been carried 

out in the bone marrow compartment of AML. Accordingly, we 
investigated the circulating miRNA profile in AML bone 

marrow at diagnosis (AMLD) and first complete remission post 

treatment (AMLPT) in comparison to healthy donors (HD).  

 
Methods: Circulating miRNAs were isolated from AML bone 

marrow aspirations, and a low-density TaqMan miRNA array 

was performed to identify deregulated miRNAs followed by 
quantitative RT-PCR to validate the results. Bioinformatic 

analysis was conducted to evaluate the diagnostic and prognostic 

accuracy of the highly and significantly identified deregulated 
miRNA(s) as potential candidate biomarker(s).  

 

Results: We found several deregulated miRNAs between the 

AMLD vs HD vs AMLPT groups, which were involved in tumor 
progression and immune suppression pathways. We also 

identified significant diagnostic and prognostic signatures with 

the ability to predict AML patient treatment response.  

 

Conclusions: This study provides a possible role of enriched 

circulating bone marrow miRNAs in the initiation and 
progression of AML and highlights new markers for prognosis 

and treatment monitoring. 
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Introduction  
 

Acute myeloid leukemia (AML) is a common myelogenous 

malignancy in adults that is often characterized by disease 

relapse. It is caused by the acquisition of cytogenetic and 
molecular abnormalities by a hematopoietic stem cell, which 

transforms it into a leukemic stem cell that self-renews and 

proliferates [1]. Although many researchers are interested in 

improving our understanding of AML disease evolution [2], its 
pathogenesis, resistance to treatments and escape from immune 
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surveillance have not yet been fully elucidated [3]. Despite 

recent advances in understanding the molecular basis of this 
cancer, allowing the development of target-specific therapies, 

more than 50% of patients with AML relapse and die [4]. They 

develop resistance to treatment caused by different genetic and 

immunosuppressive mechanisms. These mechanisms include 
changes in the expression levels of both intracellular and 

circulating microRNAs (miRNAs) [3,5–7]. Moreover, AML has 

been proven to be a heterogeneous disease, and to date, the 
cytogenetic classification fails to predict the clinical outcome for 

a large group of patients and therefore fails to guide the 

continuation of treatment in almost one-third of the patients [8]. 
The prognostic factors currently used remain unsatisfactory, and 

it is necessary to explore new biomarkers for the diagnosis, 

prognosis, and therapeutic targets of AML to develop more 

effective surveillance and treatment programs [3]. 
 

Small (19- to 22-nucleotide long) noncoding RNAs called 

microRNAs are crucial for the posttranscriptional regulation of 
gene expression. They play an integral role in numerous 

biological processes, including the immune response, cell-cycle 

control, metabolism, stem cell self-renewal and differentiation 
[9]. Aberrant miRNA expression is associated with many 

diseases, including cancer, and miRNA-based drugs represent a 

novel and potentially powerful therapeutic approach [10,11,12]. 
Several studies have proposed using miRNAs as biomarkers for 

diagnosis, prediction and prognosis in cancer diseases, including 

AML [13,14]. Extracellular miRNAs, namely, those circulating 

in peripheral blood, seem to be attracting increasing attention 
from researchers. Given the ease with which miRNAs can be 

isolated and their structural stability under different conditions of 

treatment and sample isolation, they are also proposed as 
diagnostic, prognostic or predictive biomarkers in several 

cancers [15,16]. 
 

In AML, peripheral blood circulating miRNAs have been 

detected and could be useful as noninvasive biomarkers for the 

detection of leukemia at the time of diagnosis and prognosis 
[3,7,14,17]. In our laboratory, we previously identified eight 

plasma miRs differentially expressed between healthy donors 

and AML patients, showing that miR-150 and miR-342 are 
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downregulated in the plasma of AML patients at diagnosis, and 

their expression levels in complete remission AML patients 
resembled those in healthy controls [18]. Zhi et al. performed an 

analysis using AML serum samples and showed a significant 

increase in six miRNAs (miR-10a-5p, miR-93-5p, miR-129-5p, 

miR-155-5p, miR-181b-5p and miR-320d) [19]. The level of 
miR-181b-5p in serum, on the other hand, is significantly 

associated with an increased survival rate [19]. Yan J. and his 

team have shown that miR-217, a tumor suppressor, [17] is 
deregulated in patients with AML and more importantly in 

patients with low genetic risk. Other circulating miRNAs also 

seem of great interest for AML prognosis, namely, miR-210, 
whose deregulation was observed in patients in complete 

remission (CR) [20]. Patients expressing miR-210 have a 

significantly worse overall survival (OS), and those with weak 

expression of miR-328 have a shorter OS [20,21]. A 
significantly reduced expression of miR-638 has been shown in 

AML patients and increased in CR [22]. Another study carried 

out by Tian C et al. showed that the plasma expression of miR-
192 is also increased in AML patients with favorable cytogenetic 

risk and high OS [23]. 
 

Several studies have focused on the profile of peripheral blood 

circulating miRNAs in acute myeloblastic leukemia. To date, no 

study has been published on miRNAs in the main 
microenvironment of AML development, namely, the bone 

marrow. It remains unknown how miRNAs released in the bone 

marrow niche in which AML arises are subverted to support 

leukemic cells and protect them from immunosurveillance. The 
contribution of the tumor microenvironment (TME) to the 

survival, spread, and relapse of AML in the bone marrow is 

crucial in the development, progression, immune response 
escape, and therapy failure in leukemia. Therefore, the aim of 

this study was to investigate, for the first time, whether 

circulating miRNAs display differential expression profiles in 
the bone marrow of AML patients at diagnosis and first complete 

remission after treatment in comparison with healthy donors. 

Such screening will highlight the crucial role of enriched 

circulating bone marrow miRNAs in AML diagnosis and 
prognosis and their impact on both disease progression and 

response to treatment. 
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Results  
Bone Marrow Circulating miRNAs Expression Profile 

in Newly Diagnosed AML Patients  

 
A few studies have focused on circulating peripheral blood 
miRNAs, but at this time, no studies have characterized them in 

the principal compartment of AML disease, namely, the bone 

marrow. We detected miRNA expression in bone marrow body 

fluid of AML patients at diagnosis (AMLD) (n = 27), and we 
compared their profile to that in healthy donors (HD) (n = 11). 

Moreover, miRNAs with a Ct value > 35 in either the AML 

group or the control group were excluded from further analysis. 
Differentially expressed (DE) miRNAs between AMLD and HD 

samples, of which 61 were upregulated and 37 were 

downregulated, were identified with a threshold of p < 0.05 and 
a 1,5-fold change (Table 1). 

 
Table 1: Bone marrow circulating miRNAs differentially expressed in AML 
newly diagnosed compared to healthy donors. 
 

Up regulated miRNAs in AMLD v.s. HD 

MiR Connotation p Value FC AMLD1 v.s. HD 

hsa-miR-520a-3p 0.0000004 103.59 

hsa-miR-548b-5p 0.0000187 15.35 

hsa-miR-651 0.0007066 13.01 

hsa-miR-449b 0.0029965 7.84 

hsa-miR-520f 0.0012403 7.19 

hsa-miR-330-5p 0.0476803 6.55 

hsa-miR-34c-5p 0.0300460 5.10 

hsa-miR-9 0.0030388 15.45 

hsa-miR-34a 0.0008391 14.22 

hsa-miR-548d-5p 0.0000390 13.09 

hsa-miR-655 0.0061917 8.55 

hsa-miR-548c-5p 0.0002937 7.99 

hsa-miR-135a 0.0225966 6.95 

hsa-miR-502-5p 0.0028352 6.68 

hsa-miR-576-3p 0.0008681 5.99 

hsa-miR-449a 0.0003304 5.97 

hsa-miR-518f 0.0015237 5.88 

hsa-miR-21 0.0000118 5.61 

hsa-miR-629 0.0000000 5.60 

hsa-miR-195 0.0000050 5.32 

hsa-miR-517c 0.0011033 5.02 
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hsa-miR-597 0.0026663 4.94 

hsa-miR-199b-5p 0.0421635 4.85 

hsa-miR-548d-3p 0.0203888 4.76 

hsa-miR-181a 0.0039392 4.76 

hsa-miR-570 0.0180477 4.75 

hsa-miR-660 0.0000101 4.56 

hsa-miR-202 0.0100613 4.24 

hsa-miR-24 0.0225184 4.24 

hsa-miR-375 0.0016871 4.18 

hsa-miR-130b 0.0000115 3.81 

hsa-miR-361-5p 0.0020377 3.65 

hsa-miR-451 0.0019980 3.58 

hsa-miR-181c 0.0131902 3.49 

hsa-miR-579 0.0002417 3.49 

hsa-miR-362-3p 0.0106066 3.22 

hsa-miR-25 0.0005764 3.15 

hsa-miR-29c 0.0095014 3.00 

hsa-miR-511 0.0103669 2.90 

hsa-miR-146b-3p 0.0096730 2.88 

hsa-miR-532-5p 0.0014276 2.70 

hsa-miR-106a 0.0012818 2.62 

hsa-miR-874 0.0089434 2.61 

hsa-miR-212 0.0012351 2.50 

hsa-miR-598 0.0046231 2.48 

hsa-miR-221 0.0144840 2.47 

hsa-miR-18a 0.0052162 2.46 

hsa-miR-27a 0.0160879 2.45 

hsa-miR-590-5p 0.0015733 2.40 

hsa-miR-20b 0.0471303 2.36 

hsa-miR-101 0.0162702 2.23 

hsa-miR-146a 0.0174218 2.22 

hsa-miR-142-3p 0.0246946 2.21 

hsa-miR-146b-5p 0.0305051 2.14 

hsa-miR-93 0.0175670 1.97 

hsa-miR-140-5p 0.0362266 1.96 

hsa-miR-18b 0.0224577 1.90 

hsa-miR-423-5p 0.0088564 1.87 

hsa-miR-92a 0.0443479 1.71 

hsa-miR-210 0.0429423 1.68 

hsa-miR-483-5p 0.0423541 1.62 

Downregulated miRNAs in AMLD vs HD 

MiR Connotation p Value FC AMLD1 vs HD 

hsa-miR-326 0.00663326 0.103 

hsa-miR-198 0.00282623 0.078 

hsa-miR-518d-3p 0.00001285 0.018 

hsa-miR-107 0.00000130 0.012 

hsa-miR-215 0.00082673 0.009 
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hsa-miR-504 0.00000004 0.006 

hsa-miR-890 0.00000995 0.001 

hsa-miR-448 0.00007498 0.001 

hsa-miR-532-3p 0.05245365 0.616 

hsa-miR-342-3p 0.04884326 0.602 

hsa-miR-200c 0.04994680 0.547 

hsa-miR-491-5p 0.01187570 0.543 

hsa-miR-28-3p 0.00718598 0.531 

hsa-miR-99b 0.00686813 0.444 

hsa-miR-574-3p 0.01232231 0.432 

hsa-miR-744 0.00082444 0.358 

hsa-miR-190 0.05420973 0.353 

hsa-miR-150 0.00317263 0.322 

hsa-miR-197 0.00005892 0.270 

hsa-miR-125a-5p 0.00614751 0.262 

hsa-miR-203 0.02014882 0.258 

hsa-miR-891a 0.02627127 0.248 

hsa-miR-485-3p 0.05481495 0.247 

hsa-miR-489 0.00938728 0.245 

hsa-miR-204 0.00027158 0.207 

hsa-miR-193b 0.00487572 0.203 

hsa-miR-184 0.01694239 0.203 

hsa-miR-484 0.00012474 0.173 

hsa-miR-618 0.03435969 0.152 

hsa-miR-134 0.01390311 0.145 

hsa-miR-433 0.04689247 0.135 

hsa-miR-145 0.00000042 0.120 

hsa-miR-149 0.02704296 0.119 

hsa-miR-328 0.00004261 0.105 

hsa-miR-654-5p 0.03086797 0.079 

hsa-miR-365 0.00000686 0.066 

hsa-miR-518b 0.00169071 0.063 

 
The clustering of the pretreated AML patients and HD based on 

the highly significant DE miRNAs (21 up and 18 down p < 

0.005 and 2 FC) showed a high separation between the two 
groups (Figure 1A,B). Interestingly, 16 of these DE miRNAs 

were undetectable or expressed at very low levels in one of the 

two groups (miR-520a-3p, miR-548d, miR-449b, miR-49-3p, 

miR-520f, miR-330-5p, and miR-34c-5p in HD patients and 
miR-326, miR-198, miR-miR-518d, miR-107, miR-215, miR-

504, miR-890, and miR-448 in AML), suggesting their important 

role in the progression of AML disease. 
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               A                                                                     B 
 

Figure 1: Differentially expressed bone marrow circulating miRNAs in newly 
diagnosed AML patients compared to healthy donors. (A) Hierarchical 
clustering and heatmap of microRNA (miRNA) expression profile in acute 
myeloid leukemia (AML) (n = 27) versus healthy donors (n = 11). The list of 
miRNAs was filtered with a p-value < 0.005 and fold change ≤ 0,5 or ≥ 2. A 

total of 39 miRNAs (21 up- and 18 downregulated) were significant 
differentially expressed. The color key indicates centred and standardized 
miRNA expression levels (Z-scores). Upper color bar labels samples by 
baseline diagnosis. (B) Principal Component Analysis (PCA) showing the 
grouping of AML patients (red) and HD (blue) based on the 39 DEmiRNAs 
profile. 

 

To validate our data analysis, the levels of the top 46 

differentially expressed miRNAs with very high statistical 
significance were quantified by RT-qPCR in a second 

independent cohort including 15 AML patient bone marrow 

aspiration samples. The results showed that 30 of the 46 

miRNAs tested and identified as DE in the first cohort were 
confirmed in the second cohort (Table 2), while 14 were also DE 

in the same way as in the first cohort but were statistically 

insignificant. Only two miRNAs out of the 46 tested showed a 
different profile between the first and second cohorts, suggesting 

the need to increase the number of patients in our second cohort. 
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Table 2: Confirmed differentially expressed microRNAs between AML patients and HD in a second cohort. 

 
MiRNAs 

connotation 

p value 

AMLD1 

FC 

AMLD1 

p value 

AMLD2 

FC 

AMLD2 

p value 

AMLDtotal 

FC. 

AMLD total 

hsa-miR-520a-3p 4.08 10
-07

 103.58 0.016 3.724 9.22 10
-05

 31.587 

hsa-miR-9 0.003 15.451 3.20 10
-05

 41.678 0.0002 22.022 

hsa-miR-548b-5p 1.87 10
-05

 15.354 0.22 2.003 0.0026 7.418 

hsa-miR-34a 0.0008 14.221 0.006 13.443 6.19 10
-05

 13.938 

hsa-miR-548d-5p 3.89 10
-05

 13.091 0.021 5.268 7.85 10
-05

 9.458 

hsa-miR-651 0.0007 13.011 0.004 7.129 0.0006 10.496 

hsa-miR-548c-5p 0.0002 7.993 0.150 1.961 0.0031 4.839 

hsa-miR-449b 0.0029 7.843 0.007 6.301 0.0019 7.253 

hsa-miR-520f 0.0012 7.190 0.001 3.562 0.0011 5.594 

hsa-miR-502-5p 0.0028 6.676 0.132 2.898 0.0109 4.955 

hsa-miR-576-3p 0.0008 5.989 2.11 10
-05

 8.364 2.68 10
-05

 6.748 

hsa-miR-449a 0.0003 5.972 0.078 2.814 0.0021 4.565 

hsa-miR-21 1.17 10
-05

 5.611 1.76 10
-07

 8.913 8.07 10
-08

 6.619 

hsa-miR-629 2.98 10
-08

 5.600 2.23 10-
07

 3.693 3.41 10
-09

 4.826 

hsa-miR-195 5.006 10
-06

 5.315 0.20 1.546 0.002 3.419 

hsa-miR-517c 0.0011 5.019 0.35 1.264 0.020 3.068 

hsa-miR-597 0.0026 4.941 0.0008 8.215 0.0001 5.925 

hsa-miR-181a 0.0039 4.760 0.0161 2.755 0.0044 3.916 

hsa-miR-660 1.00 10
-05

 4.558 0.0590 1.536 0.0003 3.091 

hsa-miR-375 0.001 4.177 0.0009 9.544 0.0001 5.611 

hsa-miR-130b 1.14 10
-05

 3.815 0.1794 1.766 0.0077 2.897 

hsa-miR-361-5p 0.002 3.651 0.0168 1.920 0.0025 2.902 

hsa-miR-451 0.0019 3.584 0.0128 2.659 0.0016 3.221 

hsa-miR-579 0.0002 3.487 0.0290 1.927 0.0006 2.821 

hsa-miR-25 0.0005 3.154 5.15 10
-05

 4.060 2.71 10
-05

 3.451 

hsa-miR-106a 0.0012 2.616 0.07 1.558 0.0050 2.174 

hsa-miR-212 0.0012 2.501 0.49 1.003 0.0251 1.805 

hsa-miR-598 0.0046 2.482 0.24 1.346 0.0280 1.994 

hsa-miR-18a 0.0052 2.459 0.0008 3.101 0.0011 2.671 

hsa-miR-744 0.0008 0.358 3.03 10
-05

 0.201 8.80 10
-05

 0.291 

hsa-miR-150 0.0031 0.322 1.10 10
-05

 0.116 0.0001 0.223 

hsa-miR-197 5.8910-05 0.270 0.19 0.734 0.0041 0.386 

hsa-miR-204 0.0002 0.207 1.39 10
-05

 0.113 8.73 10
-06

 0.167 

hsa-miR-193b 0.0048 0.203 9.67 10
-07

 0.052 0.0001 0.125 

hsa-miR-484 0.0001 0.173 0.11 0.552 0.0023 0.262 

hsa-miR-145 4.21 10
-07

 0.120 4.47 10
-06

 0.112 3.11 10
-09

 0.117 

hsa-miR-328 4.26 10
-05

 0.105 0.42 1.135 0.014 0.245 

hsa-miR-198 0.0028 0.078 0.22 0.409 0.013 0.141 

hsa-miR-365 6.86 10
-06

 0.066 0.0005 0.132 3.58 10
-06

 0.084 

hsa-miR-518b 0.001 0.063 4.28 10
-05

 0.007 5.05 10
-05

 0.028 

hsa-miR-518d-3p 1.28 10
-05

 0.018 0.37 0.656 0.005 0.066 

hsa-miR-107 1.30 10
-06

 0.012 0.11 0.174 0.0004 0.031 

hsa-miR-215 0.0008 0.009 0.06 0.083 0.0024 0.019 

hsa-miR-504 3.50 10
-08

 0.006 5.70 10
-06

 0.012 1.70 10
-10

 0.008 

hsa-miR-890 9.94 10
-06

 0.001 0.0001 0.001 9.74 10
-08

 0.001 

hsa-miR-448 7.49 10
-05

 0.001 0.0007 0.001 1.63 10
-06

 0.001 

The 46 miRNAs identified in the first cohort were confirmed in a second cohort. The list of miRNAs from first cohort was filtered with a p-value < 0.005 and fold change ≤ 0.5 or 
≥ 2.0. FC: fold change. 
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Our results permit us to establish an AML bone marrow 

circulating miRNA signature consisting of downregulated miR-
448, miR-890, miR-504, miR-145, and miR-365 (Figure 2A) and 

upregulated miR-9, miR-21, miR-629 and miR-449b (Figure 2 

B), with highly significant AUCs (Figure 2C) and highly 

differentially expressed fold changes (p-value < 0,005; FC > 2). 
The combination of these miRNAs has diagnostic value, 

enabling the identification of AML with high sensitivity and 

specificity (AUC = 0.98; p-value < 0,0001) (Figure 2D). 
 

 
 

Figure 2: AML bone marrow circulating miRNA signature. The dot blot (A,B) 
and receiver operating characteristic (ROC) curves (C,D) reflecting the ability 
of the bone marrow circulating miRNA expression signature to differentiate the 

AML cases (n = 27) from the controls (n = 11). (A) Downregulated miRNAs: 
miR-448, 890, 504, 145, 365 and. (B) Upregulated miRNAs: miR-9; 21, 629 
and 449b. (C) ROC curves reflecting the performance of the individual features 
of the 9 miRNA signature in discriminating AML patients from healthy donors. 
(D) Combined ROC showing the overall discriminatory power of the 9-miRNA 
signature. AUROC: Area Under ROC; CI: 95% Confidence Intervals; p-value: 
correspond to a Mann-Whitney U test addresses testing the null hypothesis of 
the AUROC is 0.5 (i.e., the classifier is random). 
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This miRNAs signature was also confirmed in the second cohort 

(Figure 3A–C). 

 

 
 

Figure 3: Confirmation of differentially expressed miRNAs in a second cohort 
(n = 15).(A) The dot plots of Downregulated and Upregulated AML miRNA 
signature in a second cohort of AML patients at diagnosis compared to HD (B) 
ROC curves reflecting the performance of the individual features of the 9 
miRNA signature in discriminating AML patients from healthy donors. (C) 
ROC plot showing the discriminatory value of the 9-miRNA signature in the 

second cohort. AUROC: Area Under ROC; CI: 95% Confidence Intervals; p-
value: correspond to a Mann-Whitney U test addresses testing the null 
hypothesis of the AUROC is 0.5 (i.e., the classifier is random). 

 

Functional Analysis of the Pathways of AML Bone 

Marrow Circulating miRNAs  
 
GO classification and KEGG pathway analyses were used to 

identify the biological functions of miRNA pathways, including 

oncogenic processes, cell death pathways, immune functions and 
proliferation signaling pathways. The threshold of GO and 

KEGG classification was set as p < 0.05. MicroRNAs in cancer 
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(hsa:05206, p = 6.05 × 10
−11

), acute myeloid leukemia apoptosis 

(hsa:05221, p = 3.98 × 10
−5

), Ras signaling pathway (hsa:05221, 
p = 2.29 × 10

−5
) and PI3K-Akt signaling pathway (hsa:04151, p 

= 1.82×10
−4

) were the most significantly enriched miRNA target 

gene pathways. We also observed miRNAs implicated in 

apoptosis, chemokine and T cell receptor signaling pathways 
(Table 3A). GO classification analysis of DE miRNAs also 

showed several biological processes, cellular components, and 

molecular functions implicated in the regulation of 
macromolecule metabolic processes, positive cell proliferation, 

negative regulation of cell death, regulation of apoptosis and 

immune processes (Table 3B). This suggests the implication of 
these deregulated circulating miRNAs both in malignant cell 

proliferation and the immune tumor microenvironment of AML. 

 
Table 3: Gene Ontology classification and Kyoto Encyclopedia of Genes and 
Genomes (KEGG) pathway enrichment analysis of differentially expressed 
circulating bone marrow miRNAs in AML. A) KEGG Pathway Enrichment 
Analysis of differentially expressed bone marrow circulating miRNAs in AML. 
A. GO annotation of differentially expressed bone marrow circulating miRNAs 
in AML.B) GO annotation of differentially expressed bone marrow circulating 
miRNAs in AML. 

 
A   

KEGG ID and Term Count pvalue 

hsa05206: MicroRNAs in cancer 60 6.05 10-11 

hsa05200: Pathways in cancer 62 1.51 10-10 

hsa04014: Ras signaling pathway 48 2.29 10-05 

hsa05221:Acute myeloid leukemia 45 3.98 10-05 

hsa04068: FoxO signaling pathway 52 0.000106 

hsa04151: PI3K-Akt signaling pathway 54 0.000182 

hsa04012: ErbB signaling pathway 46 0.00181 

hsa05202: Transcriptional misregulation in 
cancer 

49 0.003887 

hsa04066: HIF-1 signaling pathway 47 0.003892 

hsa05231: Choline metabolism in cancer 42 0.00457 

hsa04520: Adherens junction 50 0.004866 

hsa04210: Apoptosis 35 0.005405 

hsa04620: Toll-like receptor signaling 
pathway 

37 0.005751 

hsa04010: MAPK signaling pathway 52 0.009669 

hsa04672: Intestinal immune network for 
IgA production 

16 0.010748 

hsa04064: NF-kappa B signaling pathway 37 0.012295 

hsa04150: mTOR signaling pathway 30 0.014025 
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hsa04650: Natural killer cell mediated 
cytotoxicity 

34 0.014803 

hsa04062: Chemokine signaling pathway 48 0.01481 

hsa04550: Signaling pathways regulating 
pluripotency of stem cells 

45 0.016837 

hsa04660: T cell receptor signaling pathway 32 0.031392 

hsa04115: p53 signaling pathway 37 0.045474 

hsa04330: Notch signaling pathway 26 0.047169 

hsa04110: Cell cycle 44 0.049139 

B     

Gene Ontology: GO ID and Term Count pvalue 

Biological Process   

GO:0010604~positive regulation of 
macromolecule metabolic process 

70 2.52384 10-16 

GO:0010628~positive regulation of gene 
expression 

68 1.05757 10-12 

GO:0042127~regulation of cell proliferation 69 1.97068 10-11 

GO:0008219~cell death 68 3.48089 10-10 

GO:0006915~apoptotic process 66 4.40894 10-10 

GO:0002682~regulation of immune system 
process 

65 6.91088 10-10 

GO:0045595~regulation of cell 
differentiation 

68 1.57355 10-09 

GO:0060548~negative regulation of cell 
death 

62 1.0149 10-08 

GO:0008284~positive regulation of cell 
proliferation 

62 1.04 10-08 

GO:0097190~apoptotic signaling pathway 54 1.20513 10-08 

GO:0043410~positive regulation of MAPK 
cascade 

56 2.1753 10-06 

GO:0050776~regulation of immune 

response 

57 4.45138 10-06 

GO:0070489~T cell aggregation 57 6.58436 10-06 

GO:0051726~regulation of cell cycle 58 8.80856 10-06 

GO:0043408~regulation of MAPK cascade 60 1.07104 10-05 

GO:0045596~negative regulation of cell 

differentiation 

65 1.11453 10-05 

GO:0097191~extrinsic apoptotic signaling 
pathway 

47 1.20729 10-05 

GO:0002819~regulation of adaptive 
immune response 

33 9.06477 10-05 

GO:0007219~Notch signaling pathway 43 9.88879 10-05 

GO:0046651~lymphocyte proliferation 45 0.000115119 

GO:0006955~immune response 62 0.000124958 

GO:0002683~negative regulation of 
immune system process 

45 0.000299385 

GO:0001959~regulation of cytokine-
mediated signaling pathway 

37 0.00094784 
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GO:0030099~myeloid cell differentiation 54 0.001058782 

GO:0097194~execution phase of apoptosis 31 0.00363619 

GO:0070227~lymphocyte apoptotic process 32 0.008369403 

GO:0097300~programmed necrotic cell 
death 

13 0.011048278 

Molecular Function   

GO:0019899~enzyme binding 67 2.15784 10-07 

GO:0000981~RNA polymerase II 

transcription factor activity. SSB 

65 1.2604 10-05 

GO:0044212~transcription regulatory 
region DNA binding 

64 3.84654 10-05 

GO:0000975~regulatory region DNA 
binding 

64 5.11725 10-05 

GO:0044877~macromolecular complex 

binding 

62 5.44329 10-05 

GO:0019900~kinase binding 62 6.77415 10-05 

GO:0008134~transcription factor binding 64 0.000131465 

GO:0003690~double-stranded DNA 
binding 

62 0.000142272 

GO:0003682~chromatin binding 52 0.00091488 

GO:0016301~kinase activity 61 0.001966828 

GO:0001077~transcriptional activator 
activity. RNA polymerase II SSB 

49 0.002467546 

GO:0050839~cell adhesion molecule 
binding 

45 0.007658872 

GO:0001085~RNA polymerase II 
transcription factor binding 

40 0.01087498 

GO:0005126~cytokine receptor binding 49 0.010986866 

GO:0071837~HMG box domain binding 16 0.012673444 

GO:0019838~growth factor binding 42 0.021399477 

GO:0042826~histone deacetylase binding 40 0.02268476 

GO:0008327~methyl-CpG binding 15 0.039968845 

GO:0005125~cytokine activity 37 0.04028971 

GO:0070851~growth factor receptor 
binding 

38 0.046274794 

Cellular Component   

GO:0000785~chromatin 55 0.000142352 

GO:0000790~nuclear chromatin 51 0.000199439 

GO:0005829~cytosol 68 0.001232442 

GO:0044454~nuclear chromosome part 52 0.002342868 

GO:0000792~heterochromatin 25 0.002647328 

GO:0000791~euchromatin 20 0.003993973 

GO:0005578~proteinaceous extracellular 
matrix 

42 0.004102668 

GO:0044427~chromosomal part 56 0.00606402 

GO:0005794~Golgi apparatus 50 0.006148438 

GO:0005741~mitochondrial outer 
membrane 

32 0.010046195 
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GO:0005576~extracellular region 61 0.010189067 

GO:0005667~transcription factor complex 47 0.017135475 

GO:0016604~nuclear body 42 0.017270393 

GO:0019867~outer membrane 32 0.018716537 

GO:0098857~membrane microdomain 51 0.020024305 

GO:0045121~membrane raft 40 0.024624821 

GO:0005739~mitochondrion 58 0.027721756 

GO:0005912~adherens junction 51 0.02781721 

GO:0070161~anchoring junction 36 0.028521889 

 

The analysis of signaling pathways related to the published data 
(see the discussion section) showed the involvement of several 

of these confirmed DE miRNAs, such as miR-21, miR-24 and 

miR-9, in T cell activation, proliferation and Th2 and Treg 
polarization. Some of these DE miRNAs are considered 

oncogenes and are expressed in AML tumor cells, suggesting 

their role in tumor protection and T cell dysfunction. 

 

Prognosis Value of Bone Marrow Circulating miRNAs 

in AML Based on Genetic Risk  
 

We compared the miRNA profiles of newly diagnosed patients 

based on their genetic risk classification to highlight the 
correlation between circulating bone marrow miRNAs and the 

prognostic value of classical genetic risk. Given the experimental 

limits and the limited number of patients, we compared two 
groups of patients, those considered favorable (FAV) (n = 9) and 

those considered adverse (ADV) (n = 10), according to their 

prognosis of molecular and genetic risk. The list of miRNAs was 

filtered with a p-value < 0.05 and fold change ≥ 1.5. Our analysis 
identified 19 downregulated miRNAs in the favorable group 

compared to the adverse group, and only miRNA-222 was 

upregulated (FC = 30; p = 0.04) (Table 4). Interestingly, six of 
these downregulated miRNAs in the FAV group were also 

downregulated in all AML patients at diagnosis compared to 

HD. However, miR-196b and 490-3p were downregulated in 

both the FAV group and the HD group compared to all AML 
patients (Table 4). This suggests a link between some DE BM 

circulating miRNAs and classical genetic risk classification. 
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Table 4: Differentially expressed miRNAs based on genetic risk AML Good 
prognosis (FAV) compared to Adverse risk (ADV). 
 

MiRNAs connotation pvalue FAV v.s. ADV  FC FAV v.s. ADV 

hsa-miR-886-3p 0.003362062 0.242595592 

hsa-miR-671-3p 0.003550766 0.533445656 

hsa-miR-187 0.00401137 0.071572526 

hsa-miR-886-5p 0.007422418 0.36174907 

hsa-miR-99b 0.011423156 0.405734354 

hsa-miR-337-5p 0.016909231 0.147489611 

hsa-miR-501-5p 0.019700757 0.515368965 

hsa-miR-125a-5p 0.019760174 0.252095185 

hsa-miR-532-3p 0.023040754 0.49492166 

hsa-miR-636 0.024538272 0.436038555 

hsa-miR-196b 0.02857687 0.210572395 

hsa-miR-363 0.030540457 0.459860525 

hsa-miR-152 0.037124343 0.44325062 

hsa-miR-125a-3p 0.045392856 0.277844263 

hsa-miR-616 0.046918254 0.557903991 

hsa-miR-184 0.04693333 0.148403457 

hsa-miR-328 0.046990145 0.315492217 

hsa-miR-490-3p 0.049822819 0.075649011 

hsa-miR-222 0.049940917 3.023869496 

 

The list of miRNAs was filtered with a p-value < 0.05 and fold change 

≥ 1.5. 
 

Correlation between Bone Marrow Circulating miRNA 

Expression Profiles and Overall Survival Rate of 

Patients with AML  
 
Regarding cytogenetic risk, the AML circulating bone marrow 

miRNA profile revealed a set of differentially expressed 

miRNAs between the unfavorable and favorable groups. 
Regardless of the classic classification factors, we compared 

patients only on the basis of their overall survival 4 years after 

diagnosis. Comparison of the two groups of patients at the time 

of diagnosis showed that 4 miRNAs (miR-328; miR-671-3p; 
miR-636 and miR-363) were downregulated in patients who 

remained in remission 4 years after treatment (n = 12) compared 

to those who died during the first three years after treatment (n = 
15) (Figure 4A). We confirmed these downregulated miRNAs in 

a small second cohort (12 AML patients at diagnosis: 6 

AMLDCR vs 6 AMLDR) (Figure 4B). These miRNAs could be 
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used as independent prognostic factors for overall survival. In 

particular, the prognostic relevance of miR-328 and miR-671-3p 
expression was more statistically significant in separating the 

patient group based on their OS than based on their genetic risk, 

and the combined ROC analyses revealed an AUC of 0.7 in first 

and 0.92 in second cohort (p < 0.0001), indicating a prognostic 
value of these 2 miRNAs (Figure 4C). In conclusion, our 

analysis showed that the expression of circulating bone marrow 

miRNAs appears to be associated with overall survival risk. 

 

 
 
Figure 4: Prognosis value of AML bone marrow circulating miRNAs. 
The expression dot blot and receiver operating characteristic (ROC) 

curves reflecting the representative bone marrow circulating miRNAs (4 
miRNAs) differentially expressed between the AML patients based on 
their overall survival at diagnosis (A) and validated in an independent 
second cohort of patients (B). (C) Receiver Operating Characteristic 
(ROC) plot validating the combined prognosis power of miR-671-3p and 
miR-328 in the first and second cohorts. AMLDCR: AML at diagnosis 
samples in which the patients have complete remission 4 years post 
diagnosis. AMLDR: AML at diagnosis samples in which the patients 
relapsed and died during the 4 years post diagnosis. 
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Bone Marrow Circulating miRNAs Profile of First 

Complete Remission AML Patients (AMLPT)  
 

To understand the importance of these DE miRNAs described 
previously in defining the response to treatment, we analyzed 

and compared the miRNA profiles of twelve paired patients at 

diagnosis to their profiles during first complete remission (CR1) 

three months post treatment (PT). Our results showed that 19 
miRNAs were upregulated and 69 were downregulated in CR1 

AML patients after treatment (AMLPT) compared to newly 

diagnosed patients (AMLD) (p < 0.05 and 1,5-fold change) 
(Table 5). 

 
Table 5: Differentially expressed bone marrow circulating miRNAs between 
newly diagnosed (AMLD) and first complete remission post-treated (AMLPT) 
AML patients. 
 

MIRNAs connotation p value FC AMLD v.s. AMLPT 

hsa-miR-10b 0.01421971 47.195 

hsa-miR-22 0.02777678 30.223 

has-miR-155 2.1736 10-06 15.886 

hsa-miR-29c 7.6596 10-07 11.930 

hsa-miR-181a 0.00018836 11.307 

hsa-miR-181c 0.00060928 10.557 

hsa-miR-31 0.04346473 9.674 

hsa-miR-193a-3p 0.0017743 9.137 

hsa-miR-542-5p 0.00255845 9.027 

hsa-miR-24 0.0202524 8.248 

hsa-miR-517a 0.00148494 7.944 

hsa-miR-205 0.03307049 7.550 

hsa-miR-146b-5p 2.0118 10-07 7.488 

hsa-miR-32 0.01163137 7.056 

hsa-miR-150 0.00052394 6.297 

hsa-miR-196b 0.01001577 6.294 

hsa-miR-29a 0.00499311 6.213 

hsa-miR-95 0.00012723 5.918 

hsa-miR-140-3p 2.4156 10-06 5.603 

hsa-miR-503 0.03701134 5.591 

hsa-miR-616 0.00153298 5.563 

hsa-miR-345 1.9647 10-05 5.303 

hsa-miR-324-3p 0.00632634 5.086 

hsa-miR-627 0.00796799 5.039 

hsa-miR-523 0.04255625 4.853 

hsa-miR-574-3p 0.05035657 4.795 

hsa-miR-362-3p 0.01189798 4.470 
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hsa-miR-339-3p 0.00211171 4.439 

hsa-miR-518f 0.01914946 4.261 

hsa-miR-548b-5p 0.03672825 4.166 

hsa-miR-652 0.00221981 3.952 

hsa-miR-489 0.01868762 3.762 

hsa-miR-708 0.04542188 3.758 

hsa-miR-362-5p 0.00066885 3.745 

hsa-miR-324-5p 0.0004552 3.737 

hsa-miR-146b-3p 0.00350397 3.544 

hsa-miR-212 9.932810-05 3.541 

hsa-miR-106b 0.00022376 3.533 

hsa-miR-628-5p 0.00724292 3.350 

hsa-miR-138 0.00521557 3.343 

hsa-miR-342-3p 0.00134169 3.336 

hsa-miR-146a 0.0132347 3.315 

hsa-miR-140-5p 0.0013407 3.143 

hsa-miR-374b 0.00172676 2.978 

hsa-miR-548c-5p 0.04039887 2.967 

hsa-miR-361-5p 0.0093724 2.963 

hsa-miR-200c 0.00275003 2.961 

hsa-miR-340 0.03578044 2.952 

hsa-miR-200b 1.0495 10-05 2.810 

hsa-miR-126 0.00102753 2.638 

hsa-miR-744 0.01146915 2.633 

hsa-miR-502-5p 0.02889317 2.510 

hsa-miR-590-5p 0.00094189 2.509 

hsa-miR-28-5p 0.01105795 2.491 

hsa-miR-142-5p 0.00951069 2.371 

hsa-let-7g 0.00883628 2.368 

hsa-miR-374a 0.01189576 2.338 

hsa-miR-199b-5p 0.04657583 2.248 

hsa-miR-532-5p 0.01865158 2.236 

hsa-miR-27a 0.02344286 2.230 

hsa-miR-186 0.01390867 2.225 

hsa-miR-15b 0.01605429 2.115 

hsa-miR-195 0.02292656 2.105 

hsa-miR-26a 0.02280752 2.101 

hsa-miR-106a 0.00925626 2.099 

hsa-miR-26b 0.03471509 1.985 

hsa-miR-30c 0.03123522 1.869 

hsa-miR-30b 0.04525501 1.765 

hsa-miR-491-5p 0.0305936 1.652 

hsa-miR-375 0.03634904 0.393 

hsa-miR-99b 0.00549437 0.391 

hsa-miR-365 0.04837696 0.373 

hsa-miR-92a 0.00974346 0.371 

hsa-miR-671-3p 2.371 10-05 0.312 
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hsa-miR-450a 0.04665015 0.232 

hsa-miR-484 0.00424698 0.187 

hsa-miR-885-5p 0.00758973 0.185 

hsa-miR-190 0.00698937 0.154 

hsa-miR-654-3p 0.01975562 0.123 

hsa-miR-328 0.01366178 0.121 

hsa-miR-211 0.02452068 0.099 

hsa-miR-296-5p 0.00035013 0.078 

hsa-miR-486-5p 4.0707 10-05 0.075 

hsa-miR-490-3p 0.02091499 0.055 

hsa-miR-485-3p 0.00378225 0.039 

hsa-miR-23a 0.01913452 0.015 

hsa-miR-518d-3p 0.00055143 0.008 

hsa-miR-326 8.7126 10-07 0.003 

 
Differentially expressed bone marrow circulating miRNAs between AML 
patients at diagnosis (AMLD) and first complete remission post treatment 
(AMLPT), consisting of 69 upregulated and 19 downregulated miRNAs, were 
identified with a threshold of p value < 0.05 and 1,5-fold change.  

 
To determine the prognostic value of these miRNAs in 

determining posttreatment remission, we compared the profiles 

of miRNAs differentiating AML patients in CR1 (AMLPT) and 
healthy donors (HD) from those of newly diagnosed patients 

(AMLD). The results showed that 14 miRNAs are upregulated, 

and four miRNAs were downregulated in AMLD compared to 

both AMLPT patients and healthy donors.  
 

Interestingly, the results showed that the bone marrow 

expression level of miR-518d-3p was also still undetectable in 
CR1 patients after treatment similar to HD (Figure 5). Overall, 

this correlation allowed us to establish promising bone marrow 

circulating miRNA biomarkers for AML remission post 

treatment, suggesting their possible role in the response of AML 
patients to chemotherapy treatment. 
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Figure 5: Prognosis value of AML bone marrow circulating miRNAs related to 

remission after treatment. Correlated differentially expressed miRNAs between 
AMLD vs AMLPT patients and AMLD patients v.s. HD. The expression dot 
plot curves reflecting the correlated differentially expressed bone marrow 
circulating miRNAs in AML patients at diagnosis (n = 12) compared to both 
healthy donors (n = 11) and the same patients in relative remission (blast < 5%) 
post treatment (n = 12). AMLD: AML patients at diagnosis. HD: Healthy 
donors. AMLPT: AML first complete remission post treatment patients. 
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Discussion  
 

Despite advances in the search for new optimal therapeutic 
approaches, including targeted immunotherapy, only a minority 

of patients are cured, especially in the elderly population. The 

identification of new therapeutic targets is necessary to design 

new or improve existing therapeutic protocols. This is only 
possible through understanding the different players that drive 

the pathogenesis of this disease, especially those related to TME. 

In addition, the search for new diagnostic and prognostic 
markers of AML is necessary, given the heterogeneity of the 

disease and the inadequacy of current genetic markers in 

predicting survival. MiRNAs circulating free or contained in 

microvesicles (MVs) can be secreted by a wide variety of cells in 
the TME and are increasingly seen as potential future markers 

for the diagnosis and prognosis of various malignant diseases. 

 
In this work, we have for the first time analyzed the profile of 

enriched miRNAs circulating in the bone marrow, which is 

considered the main location of the initiation and development of 
acute myeloid leukemia. The results demonstrated a consistent 

number of differentially expressed miRNAs between AML 

patients and healthy donors. This allowed us to establish a 

miRNA signature at the time of diagnosis that provided good 
separation between the patients and healthy donors. More than 

thirty of these miRNAs were validated in a second independent 

cohort of patients. However, two DE miRNAs in the first cohort 
did not give similar results in the second cohort, of which 14 

were similarly DE but statistically insignificant. This could be 

due to the limited number of patients in the second cohort, which 
suggests the need to increase the number of patients in the future. 

Interestingly, some of these DE miRNAs were undetectable or 

expressed at very low levels either in patients or in HD, 

suggesting their role in the development of AML. Among the 
miRNAs that were expressed in HD but undetectable in patients, 

we found miR-448, miR-890 and miR-504. These miRNAs have 

been shown to be downregulated and function as tumor 
suppressors in several types of cancer [24,25]. Recently, miR-

504 was shown to be significantly downregulated in the serum of 

AML patients and cell lines, and its overexpression inhibits cell 
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growth and induces apoptosis in leukemic cells [26]. MiR-448 is 

downregulated in T-cell acute lymphoblastic leukemia (T-ALL) 
and seems to target the principal proto-oncogene (TAL1) of this 

disease [27]. To date, no publication has shown a link between 

miR-448 and miR-890 in AML, suggesting that their 

deregulation in bone marrow fluid may be associated with cells 
other than leukemic blasts. Their deregulation in the TME 

following the development of the disease must be elucidated for 

their direct impact not only on the proliferation of malignant 
cells but also on immune TME cells. Interestingly, it was 

reported that in human colon cancer, miR-448 could suppress 

CD8+ T-cell apoptosis and enhance the CD8+ T-cell response by 
inhibiting indoleamine 2,3-dioxygenase 1 enzyme function [28]. 

In our results, we also observed other differentially expressed 

miRNAs, including miR-520a, 651, 520f and 449, that were 

upregulated in patients and undetectable or expressed at very low 
levels in HD. Among these, only miR-520a was described to be 

DE in AML blasts and was associated with a poor prognosis in 

AML [29], and miR-520f has been reported as an oncogene in 
human melanoma and promotes malignant cell proliferation [30]. 

 

Our results also allowed us to detect miRNAs that are strongly 
DE but are expressed in both the AML and HD groups. Some, 

such as miR-9, miR-548d and miR-21, are highly deregulated 

and are known to be oncogenes in AML or other types of cancer. 

An increased level of miR-9 has been observed in the bone 
marrow and peripheral blood of 200 AML patients compared to 

HD [31]. Chen Tian et al. showed that the knockdown of miR-9 

suppressed the proliferation of AML cells by the induction of G0 
arrest and apoptosis in vitro, resulting in decreased circulating 

leukemic cells and prolonged survival in a xenotransplant mouse 

model [32]. In addition, overexpression of miR-9 enhances the 

suppressive function of MDSCs, while its knockdown impairs 
them and inhibits the tumor growth of Lewis lung carcinoma in 

mice. [33]. MiRNA-548d-5p was shown to be upregulated in 

metastatic colorectal cancer tumor-derived exosomes [34]. There 
was no association between these miRNAs and AML in the 

literature, suggesting that upregulation of AML in bone marrow 

fluid is due to a cell origin other than leukemic cells. Certain 
studies have shown its role in promoting osteogenic 
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differentiation of mesenchymal stem cells [35,36]. Surprisingly, 

we also observed that some AML-upregulated bone marrow 
circulating miRNAs are reported in the literature as tumor 

suppressors, including miR-34a, miR-375, miR-576-3p, and 

miR-597. For example, miR-34a is strongly expressed in AML 

patient bone marrow fluid and is known to be downregulated in 
leukemia cells in the marrow and peripheral blood serum of 

patients [37,38] and appears to play an important role as a tumor 

suppressor and immunotherapeutic agent [39,40]. The expression 
of miR-375 was also downregulated in leukemic cell lines and 

primary AML blasts compared to normal controls, and its 

overexpression decreased proliferation and colony formation, 
reduced xenograft tumor size and prolonged the survival time in 

a leukemia xenograft mouse model [41]. MiR-576-3p was shown 

to be downregulated in colorectal [42] and bladder cancer [43], 

to inhibit the migration and invasion of lung adenocarcinoma 
[44] and to significantly inhibit the migration and pro-angiogenic 

abilities of glioma cells under hypoxic conditions [45]. 

Additionally, miR-597 inhibits breast and colon cancer cell 
proliferation, migration and invasion [46,47]. These findings 

strengthen our previous hypothesis for a cell origin other than 

leukemia cells for these miRNAs and suggest their dual function 
according to the type of cancer or the tumor focus. Interestingly, 

recent analyses of the regulatory network of CD19-CAR-T 

immunotherapy for B acute lymphocyte leukemia revealed that 

microRNA miR-375 could regulate the crosstalk between the 
genes encoding transcription factors and histones involved in 

CD19-CAR-T therapy [48]. 

 
Our results also showed that some miRNAs were expressed in 

both the AML and HD groups but were significantly 

downregulated in AML patients compared to HD, among which 

we found miR-145, 150, 204, 365 and 518b. MiR-145 has been 
increasingly identified as a critical suppressor of carcinogenesis 

and therapeutic resistance in several cancers [49]. Recent data 

showed that the level of this miRNA in serum and bone marrow 
mononuclear cells of AML patients was significantly lower than 

that of HD and was related to poor prognosis [50]. MiR-145 

seems to play an important role in the immune response against 
leukemic cells. It was reported to enhance host antitumor 
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immunity by altering the cytokine milieu, metastatic 

microenvironment and reprogramming tumor-associated myeloid 
cells [51]. Recent work revealed that miR-145, which is known 

to be downregulated by cisplatin in cisplatin-resistant ovarian 

cancer cells, also represses PD-L1 gene expression and induces 

T cell apoptosis in vitro [52]. It is known that the level of miR-
150 is decreased in the plasma and blast cells of AML patients at 

diagnosis and that reintroducing miR-150 expression induces 

myeloid differentiation and inhibits the proliferation of AML 
cells [18,53]. Xi et al. developed a novel targeted therapeutic 

strategy using FLT3L-guided miR-150-based nanoparticles to 

treat FLT3-overexpressing AML in an animal model with high 
efficacy and minimal side effects [54]. MiR-204 expression in 

AML patients was decreased and was associated with shorter 

patient survival. Higher expression of this miR was observed in 

patients after induction therapy and was correlated with complete 
remission [55], and its targeting promotes the viability and 

invasion of AML cells [56]. Wang et al. demonstrated that 

overexpression of these miRNAs potentiates the sensitivity of 
AML cells to arsenic trioxide [57]. In addition, recent work 

showed that in breast cancer, miR-204 regulated the expression 

of key cytokines in tumor cells and reprogrammed immune cells 
by shifting myeloid and lymphocyte populations, suggesting that 

this miRNA suppresses tumor metastasis and remodeling the 

immune microenvironment [58]. MiR-518b was also reported to 

function as a tumor suppressor in glioblastoma [56], esophageal 
and squamous cell carcinoma [59]. 

 

Based on these results, we also established an AML signature at 
diagnosis, consisting of nine miRNAs with an AUC greater than 

0.77. Combined ROC analyses using these nine miRNAs 

revealed an elevated AUC of 0.98 (p < 0.0001), indicating an 

additive effect on the diagnostic value of these miRNAs. This 
signature, as well as more than thirty DE miRNAs, was validated 

in a second cohort of patients and provided good separation 

between AML patients and HD. Our patient group comparison at 
diagnosis based on their overall survival showed that miR-328, 

miR-671-3p, miR-636 and miR-363 are upregulated in relapsed 

patients. These miRs are described in the literature as promising 
prognostic biomarkers in AML or other malignant diseases 
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[21,60–75]. Interestingly, all the patients involved in this 

comparison were not grafted, which suggests that these four 
miRs could constitute a signature to guide the choice of the best 

treatment strategy, especially the utility of grafting patients at 

diagnosis. A recent study using a TCGA dataset identified a set 

of miRNAs, including miR-363, that could predict clinical 
outcome in a heterogeneous AML population [76]. This study 

confirms our results showing the high expression of circulating 

bone marrow miR-363 in nontransplanted patients with shorter 
OS and suggests that its high expression may help to identify 

patients recommended for an early allo-HSCT regimen. 

Interestingly, this miRNA seems to play an important role in the 
immune response against leukemic cells. An enrichment of 

specific cellular miRNAs, including miR-363, in EVs derived 

from CD40/IL-4-stimulated chronic lymphoblastic leukemia 

cells was observed, and autologous patient CD4(+) T cells were 
found to be capable of internalizing the CLL-EVs that target the 

immunomodulatory molecule CD69 [77]. 

 
Our comparison of patients before and after three months of 

treatment (first complete remission (CR1)) allowed us to identify 

a set of miRNAs that were differentially expressed (4 
downregulated and 14 upregulated) in the same way as when 

comparing patients at diagnosis with HD. However, other 

analyses are underway on a larger cohort of patients to study the 

long-term prognostic value (four years after treatment) of these 
miRNAs. It should also be noted that an analysis of the profile of 

relapsing patients during the first months is also necessary to 

validate these miRNAs, which we could not obtain in our study. 
These miRNAs, in addition to their value in monitoring 

posttreatment remission, may also play a role in the elimination 

of blasts directly or indirectly by improving the antileukemia 

response. Among these DE in AML CR1, miR-484, miR-518d 
and miR-99b are upregulated in addition to the previously 

described miR-328. MiR-99b was also showed as being 

responsible for the conversion of monocytes into MDSCs and to 
be associated with resistance to treatment with immune 

checkpoint inhibitors in melanoma patients [78]. MiR-518d may 

be an interesting target due to its low or undetectable level in HD 
and post treatment. It was reported to be implicated in the 
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inhibition of cervical cancer cell proliferation, migration and 

invasion [79] and in the regulation of advanced small cell lung 
cancer cell proliferation, migration and chemotherapy response 

[80]. To date, little work has focused on this miRNA, and none 

of the studies have reported its involvement in AML, which 

makes it a good avenue for future investigation. For the 
downregulated miRNAs in AML CR1, miR-24 appear to be 

involved in AML evolution an immune response. High 

expression of miR-24 has been observed in AML leukemia 
patients and is associated with the risk of relapse and poor 

survival [81], and its role in nasopharyngeal carcinoma 

pathogenesis by mediating T-cell suppression has been 
demonstrated [82]. In a previous study, we demonstrated that 

this miRNA negatively regulates IFN-γ expression in T 

lymphocytes [83], and recently, we showed its direct impact on 

AML T lymphocyte fragility and dysfunction (in preparation). 
Furthermore, other downregulated miRNAs in CR1, such as 

miR-15b [84], miR-27a [85], miR-29c [86], miR-106a [87] and 

miR-181a [88], have been described as being implicated in AML 
pathogenesis or drug resistance. 

 

As reported, high expression of miR-181a in AML blasts, cell 
lines and serum has been observed [89,90], and its 

overexpression significantly enhanced cell proliferation and 

increased the ratio of S-phase cells by regulating the tumor 

suppressor ATM [91,92]. Inhibition of this miR in mice 
implanted with AML CD34+ hematopoietic progenitor cells 

(HSPCs) increased myeloid differentiation, inhibited 

engraftment and infiltration of leukemic CD34+ cells into the 
bone marrow and spleen, and finally reduced leukemic 

symptoms [93]. However, miR-181a also plays a role in the 

sensitization of leukemic resistant cells to daunorubicin and NK 

cells and may provide a promising option for AML 
immunotherapy treatment of chemoresistant blasts [94]. MiR-

181a appears to play an important role in T cell activation [95] 

and CAR-T cell immunotherapy [96]. A recent study showed 
that inhibition of DOT1L reduces the expression of miR-181a, 

which in turn selectively enhances low-avidity T cell responses 

and attenuates graft versus host development, suggesting that 
this would allow the safe and effective use of allogeneic 



Immunology and Cancer Biology 

29                                                                                www.videleaf.com 

antitumor T cells [97]. In melanoma patients, the plasma levels 

of miR-181a were higher in patients at diagnosis compared to 
controls, and the development of metastasis has been associated 

with changes in immune effector and regulatory cells with 

changes in plasma and cellular levels of immune regulatory 

miRNA [98]. Melanoma-derived exosomes decrease TNFα 
secretion in CD8+ cells and are enriched for hsa-miR-181a, 

which is capable of interacting directly with the 3′-UTR 

sequence of TNFα and driving immune escape in melanoma 
[99]. We have previously shown in our laboratory that 

overexpression of miR-181a negatively regulates IFN-γ 

expression in activated PB CD4+ T cells by directly binding to 
its target sites in the mRNA and increases the expression of IL4 

[83]. MiR-181c also seems to play a dual role similar to miR-

181a in both malignant and immune cells. A study conducted by 

R Su et al. compared patients with AML blasts with normal 
controls, and most AML patients showed significantly increased 

expression levels of all miR-181 members, including miR-181c 

[100]. MiR-181c is important in T cell activation, and the 
overexpression of miR-181c results in inhibition of T cell 

activation and actin polymerization coupled with defective 

immunological synapse formation [101]. Interestingly, R. Le 
Dieu et al. showed that the ability of AML T cells to form 

immune synapses was significantly impaired [102]. It was 

identified as a novel miRNA that promotes Th17 cell 

differentiation and autoimmunity [103]. In addition, circulating 
miR-181c can be of a cell origin other than cancer cells. Xiao Li 

et al. showed that exosomes derived from human umbilical cord 

mesenchymal stem cells are enriched for miR-181c, which in 
turn attenuates burn-induced excessive inflammation [104]. 

 

MiR-532 was reported as an oncogene in breast [105], colorectal 

[106] and human gastric cancers [107]. In recent published work, 
Lin et al. concluded that plasma exosome-derived miR-532 can 

be used as a novel survival predictor for acute myeloid leukemia 

[108]. This miRNA has also been implicated in the immune 
inflammatory response [109]. In addition to its function as a 

tumor suppressor and/or oncogene [110], miR-146a was shown 

to play a critical role in regulating T cell functions by providing 
a general brake on proliferation and activation of immune cells 
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and was able to limit immune responses linked to the TH1 and 

TH17 subsets. Mice lacking this miRNA developed more severe 
TH17 responses in murine models of autoimmunity, with 

increased production of IFN-γ and IL-17 and reduced secretion 

of IL-4 [111]. Furthermore, miR-146a is also a key regulator of 

Treg cell biology, as deficiency of miR-146a leads to impaired 
function of Treg cells and consequently to the breakdown of 

immunological tolerance and to the development of fatal 

immune-mediated lesions depending on IFN-γ. Indeed, in 
addition to their role in the proliferation of cancer cells, many of 

these downregulated miRNAs, including miR-15 [112,113], 

miR-27a [114,115] and miR-29c [116,117,118], appear to play a 
role in immune regulation, T regulatory and inflammatory 

responses and TIL dysfunction.  

 

Together, these results suggest that enriched circulating bone 
marrow miRNAs are key regulators of AML blast proliferation 

and affect immune cell functions in the TME. Our GO 

classification and KEGG pathway analyses confirmed that these 
DE circulating miRNAs could play a role not only in the 

oncogenic process, cell death and proliferation signaling 

pathways but also in immune function. Further research may 
elucidate their role in the malignant cells and TME. Studies are 

currently underway in our laboratory to investigate the impact of 

these miRNAs on the antileukemic immune response with the 

aim of establishing new immunotherapeutic targets of AML. 

 

Materials and Methods  
Patients  
 
Patients used in this study had a newly diagnosed AML in 

addition to being in complete remission after the first treatment 

(three months after first induction) as determined by bone 
marrow test. A total of 46 patients at the time of diagnosis, 12 of 

them in complete remission post treatment, provided bone 

marrow samples. Healthy subjects (n =11) were enrolled as 

negative controls. None of these controls had been previously 
diagnosed with any type of malignancy or other benign disease. 

Informed consent, approved by the Clinical Research Ethics 

Committee of Jules Bordet Institute (approval code: 
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B079201214544, approval date: 05/07/2012) was obtained from 

each participant. Details of the clinical data are provided in 
Table 6.  

 
Table 6: Summary of AML patient clinical details used for the analysis. 

 
Clinical Details of AML Patients (42) Number 

Sex and age  

Males 20 

Females  22 

Age < 55y 17 

Age ≥ 55y 25 

Classification of AML Patients  

Cytogenetic abnormalities  

Normal Karyotype 10 

Chromosome 9 deletion  4 

Inversion (16) MYH11-CBFB 4 

Translocation (t8;21) 4 

Translocation (t15;17) 6 

Translocation (X:21) (p11;q22) 2 

trisomy 8 
complex Karyotype 

1 
3 

WHO 2016 System 
AML with recurrent genetic abnormalities (t8;21) 
AML with recurrent genetic abnormalities (inv 16) 

 
4 
4 

AML with recurrent genetic abnormalities (t15;17) 
Acute monoblastic/monocytic leukemia  

Pure erythroid leukemia 
AML not otherwise specified (NOS) 
AML with myelodysplasia-related changes 

ELN 2017 Genetic Risk Stratification 

6 
2 

2 
20 
6 
 

Favorable 14 

Intermediate 7 

Adverse 16 

unkown 5 

 
The classification of AML patients was performed according to WHO 2016. 
The genetic risk stratification of AML patients was performed according to the 
2017 European LeukemiaNet genetic risk stratification [1]: Favorable = Good 

prognosis; IT = Intermediate prognosis; Adverse = adverse risk. 
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Bone Marrow Aspiration Sampling and RNA 

Extraction  
 

At presentation, bone marrow aspiration samples for miRNA 
detection were collected in EDTA-K2 tubes and processed 

within 1 h of collection. Bone marrow body fluid samples were 

centrifuged at 1200× g for 10 min at 4 °C to pellet the 

hematopoietic cells, and the supernatant was transferred into 
microcentrifuge tubes, followed by a second centrifugation at 

12,000× g for 10 min at 4 °C. The supernatant was transferred to 

RNase/DNase-free tubes and stored at −80 °C. Total RNA was 
isolated from the plasma using a mirVana PARIS isolation kit 

(Ambion, Austin, TX, USA) according to the manufacturer’s 

instructions for plasma samples. Briefly, 400 μL of human bone 
marrow plasma was used to extract total RNA. Each sample was 

eluted in 100 μL of RNase-free water and concentrated to a final 

volume of 20 μL by using an Eppendorf Concentrator Plus 5301 

(Eppendorf, Aarschot, Belgium). The RNA sample concentration 
was quantified by a NanoDrop ND-1000 (Thermo Fisher 

Scientific, Waltham, MA, USA). 

 

miRNA Expression Profile  
 

Thirty nanograms of total bone marrow fluid extracted RNA was 
used for cDNA synthesis from the miRNAs using a TaqMan

®
 

microRNA Reverse Transcription Kit (#4366596; Applied 

Biosystems, Waltham, MA, USA) and Megaplex RT primers 
(Human Pool A, #4399966; Applied Biosystems) following the 

manufacturer’s protocol described previously [18]. After the 

preamplification step, the products were amplified and then 
loaded into TaqMan Human MicroRNA Array A (#4398965; 

Applied Biosystems), which contains the TaqMan primers and 

probes in each well for the 380 different mature human miRNAs; 

miR-425 transcript was used as a normalization signal. The 
relative expression levels of miRNAs were calculated using the 

comparative ΔΔCt method as described previously [18]. The fold 

changes in miRNAs were calculated by the equation 2
−ΔΔCt

. 
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TaqMan miRNA Assay for Individual miRNAs  
 

The expression of individual miRs was determined using the 

TaqMan miRNA assay as described previously [18]. The 

expression levels of miRNAs were calculated as described 
previously, and miR-425 was used as an internal reference. The 

predesigned TaqMan assay primers and probes corresponding to 

the ones used in TLDA card A were purchased from Thermo 
Fisher Scientific. The calculated delta Ct ± SD for the patients 

was compared with the delta Ct ± SD (SD stands for the standard 

deviation of the average delta Ct of the group for the healthy 

control group and tested for statistical significance). 

 

Statistical Analysis  
 

Data analysis was performed in R version 3.5.3 using packages 

of the Bioconductor project (DOI: 10.1186/gb-2004-5-10-r80). 

Raw cycle threshold (Ct) values were loaded into R using the 
HTqPRC package (doi:10.1093/bioinformatics/btp578) and 

flagged as ―Undetermined‖ if they were above 35. miRNAs that 

are expressed in at least one sample group (i.e., Ct > 35 in at 
least X samples) were retained for further analysis. To normalize 

the data, delta Ct (ΔCt) values were calculated for each sample 

by subtracting the Ct value of miR-425 from its other values. 
miR-425 was selected as the best reference candidate by both the 

geNorm and NormFinder methods implemented in the 

NormqPCR package 

(https://rdrr.io/bioc/NormqPCR/man/NormqPCR-package.html) 
accessed on 01 August 2020. Testing for differential expression 

between sample groups was performed using empirical Bayes 

moderated t-statistics computed by the limma package 
(https://bioconductor.org/packages/release/bioc/html/limma.html

). miRNAs with an absolute fold change > 1.5 and a p value < 

0.05 were considered differentially expressed (DEmiRNAs). The 

ability of the selected signatures and miRNAs to accurately 
discriminate between different patient groups was estimated by 

constructing and assessing the performance of ensemble-based 

classifiers (DOI 10.1007/s10462-009-9124-7). These are stacked 
classifiers that combine the predictions of several classification 

algorithms in order to predict the outcome. The Area Under 
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Receiver Operating Characteristic Curve (AUC) was calculated 

by a bootstrapping procedure with 100 iterations. Enrichment 
analysis of Gene Ontology (GO) terms and Kyoto Encyclopedia 

of Genes and Genomes (KEGG) pathways 

(https://www.genome.jp/kegg/pathway.html) was performed 

using the Database for Annotation, Visualization, and Integrated 
Discovery (DAVID) tool (http://david.abcc.ncifcrf.gov/) 

accessed on 13 August 2020.  

 

Conclusions  
 

In our study, for the first time, we highlight circulating miRNAs 

in the bone marrow of AML patients and provide important 

insight into the possible role of these miRNAs in the TME. We 
have shown that the main TME of AML is well enriched in 

molecules that have variable expression according to the 

progression of the disease as well as the predisposition to the 
treatment response. In addition to the value that these circulating 

miRNAs can provide for the diagnosis of AML or its 

confirmation, their contribution could extend to the prognostic 
level by guiding, at diagnosis, the choice of transplants for 

certain patients. Some of these miRNAs appear to be of 

malignant origin, and their impact on resistance to treatment or 

evasion of immune system surveillance has been described in 
other types of cancer. Other miRNAs that to date have never 

been described in AML could have another cellular origin 

(immune cells, MSCS and stromal cells) and could be at the 
origin of the promotion of the proliferation of blasts while 

directing the immune response to a protumoral phenotype. 

Further in vitro and in vivo investigations are necessary to 
confirm these hypotheses, which open a wide door to new 

immunotherapeutic targets for the eradication of AML. 
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Abstract  
 

Imbalance in the level of the pyrimidine degradation products 

dihydrouracil and dihydrothymine is associated with cellular 

transformation and cancer progression. Dihydropyrimidines are 

degraded by dihydropyrimidinase (DHP), a zinc metalloenzyme 

that is upregulated in solid tumors but not in the corresponding 

normal tissues. How dihydropyrimidine metabolites affect 

cellular phenotypes remains elusive. Here we show that the 

accumulation of dihydropyrimidines induces the formation of 

DNA–protein crosslinks (DPCs) and causes DNA replication 

and transcriptional stress. We used Xenopus egg extracts to 

recapitulate DNA replication invitro. We found that 

dihydropyrimidines interfere directly with the replication of both 

plasmid and chromosomal DNA. Furthermore, we show that the 

plant flavonoid dihydromyricetin inhibits human DHP activity. 

Cellular exposure to dihydromyricetin triggered DPCs-

dependent DNA replication stress in cancer cells. This study 

defines dihydropyrimidines as potentially cytotoxic metabolites 

that may offer an opportunity for therapeutic-targeting of DHP 

activity in solid tumors. 

 

Introduction  
 

Adjustments in metabolic activities are required to satisfy high 

metabolic demands associated with cancer cell proliferation [1]. 

Alterations in nucleotide metabolisms are emerging as 

distinctive features of cancers cells. While nucleotide bases may 

be limiting for cancer cells proliferation [2], accumulating 

evidence suggests that carcinogenesis is associated with 

metabolic rewiring of the pyrimidine catabolic pathway [3–6]. 

Whether and how rewiring of the pyrimidine catabolic pathway 

supports tumor progression, however, remains poorly defined. 

 

In humans, the pyrimidines uracil and thymine are degraded in 

three enzymatic steps (Figure 1A). First, dihydropyrimidine 

dehydrogenase (DPD) reduces the pyrimidine ring of uracil and 

thymine with hydrogen and yields 5, 6-dihydrouracil and 5, 6-
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dihydrothymine (dihydropyrimidines). Second, the saturated 

rings between position 3 and 4 are opened by 

dihydropyrimidinase (DHP). Third, β-ureidopropionase (BUP-1) 

degrades the β-ureidopropionic acid and β-ureidoisobutyric acid 

products formed by DHP into β-alanine and β-aminoisobutyric 

acid. DPD activity has been detected in all tissues examined, but 

the activity of DHP and BUP-1 is essentially restricted to the 

liver and the kidney [7]. In cancer cells, however, the level of 

pyrimidine degradation activities is considerably altered. 

Increased expression of DPD has been observed in human 

hepatocellular carcinoma [8]. Human skin cutaneous melanomas 

progressing toward metastatic tumors accumulate mutations in 

DPD and up-regulate the expression of the genes encoding DPD 

and DHP [6]. The accumulation of 5, 6-dihydrouracil is a distinct 

metabolic feature of early lung adenocarcinoma [5]. Intriguingly, 

an increase in the concentration of dihydropyrimidines in 

epithelial breast cancer cells supports the acquisition of 

aggressive mesenchymal characteristics [4]. How 

dihydropyrimidines affect cellular phenotypes, however, remains 

elusive. Pioneering studies have identified DHP activity as a 

good marker of tumorigenicity and a target for cancer therapy 

[3]. Whereas hardly detectable in normal extrahepatic and 

kidney tissues (van Kuilenburg et al., [7]), the activity of DHP is 

strikingly high in human carcinomas of the lung, colon, 

pancreas, salivary gland and stomach [3]. 

 

Another hallmark of cancer is DNA replication stress causing 
genomic instability [1,9]. Stress in the context of DNA 
replication is defined as the slowing or stalling of DNA chain 
elongation [10]. Known sources of DNA replication stress 
include nucleotides insufficiency [11], misincorporated 
nucleotides [12,13], replication/transcription conflicts [14–
16] and DNA lesions caused by reactive metabolic products 
such as reactive oxygen species and aldehydes [17–19]. 
Furthermore, cellular metabolites can yield structurally 
diverse DNA–protein crosslinks (DPCs) that precipitate the 
loss of cellular functions [20]. 
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Figure 1: Depletion of DHP impairs the proliferation of epithelial cancer cells. 

(A) Schematic representation of the pyrimidine degradation pathway. (B) DHP 

was probed by western blotting in the indicated transformed cells. When 

indicated, DHP was knocked down using anti-DHP siRNA or shRNA 

molecules with distinct target sequences. Ponceau staining was used as loading 

control. * non-specific signal. One representative experiment is shown from 

three to six biological replicates. (C) U-2 OS cells were transfected with 

control or anti-DHP siRNA (siDHP-sp) and their viability was assessed during 

4 days using the MTT cell growth assay. Mean viability is representative of 

three independent biological replicates. Error bars represent ±S.D. (D) Colony-

forming assay of U-2 OS cells after transfection with control or anti-DHP 

siRNA (siDHP-1). A representative image is shown. An histogram represents 

the quantification of colony formation. Data shown are averages over three 
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independent biological replicates with two technical replicates for each. Error 

bars represent ±S.D. P-values were calculated using a regression model with 

Poisson distribution: ***P < 0.0001. Bottom panel: the efficiency of DHP 

knockdown was assessed by western blotting. (E) Histogram representing the 

percentage of U-2 OS cells, 72 h after transfection with control or anti-DHP 

siRNA (siDHP-1) in G0/G1, S and G2/M phases. Data shown are averages over 

three independent biological replicates. Error bars represent ±S.D. P-values 

were calculated using a regression model with Poisson distribution: ***P < 

0.0001. 

 

DNA replication stress in cancer cells is exploited 

therapeutically with the use of inhibitors of the DNA damage 

response [21,22]. DNA replication stress induces the 

accumulation of 70–500 long nucleotide stretches of single-

stranded DNA [23–25], which trigger a protein kinase cascade 

orchestrated by the checkpoint kinase ATR and its effector 

kinase Chk1 [26–29]. ATR signaling promotes cell and 

organismal survival through coordination of DNA repair and 

DNA replication with cell physiological processes including 

cell-cycle progression and transcription [30]. 

 

We show here that suppression of DHP in cancer cell lines 

induces DNA replication stress, as revealed by the accumulation 

of single-stranded DNA, by the induction of ATR/Chk1 

signaling and by the slowing of replication fork progression. 

Depletion of DHP also attenuates transcription activity, stabilizes 

p53 and eventually blocks cell proliferation. The addition of 

dihydropyrimidines to Xenopus egg-extracts induces the 

formation of abnormal DNA replication products. In DHP-

depleted cells, DNA replication and transcriptional stress 

correlate with the accumulation of DPCs. Thus, we suggest that 

dihydropyrimidines yield DPCs that directly interfere with 

DNA-templated processes. We found that the flavonoid 

dihydromyricetin inhibits the activity of purified human DHP. 

Addition of dihydromyricetin in the cell culture medium induces 

the accumulation of DPCs and interferes with the progression of 

replication forks. These findings indicate that unless degraded by 

dihydropyimidinase, the amount of dihydropyrimidines produced 

in cancer cell cultures is sufficient to block DNA templated 

processes. 
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Materials and Methods  
Cell Lines, Plasmids and Chemicals  
 

U-2 OS, HEK293T and MCF7 were grown under standard 

conditions in Dulbecco's modified Eagle's medium (DMEM) 

(Invitrogen) supplemented with 10% fetal bovine serum (FBS) 

and 1% penicillin/streptomycin (P/S). HCT116 (Horizon 

Discovery Ltd.) were cultured in McCoy's 5A modified Medium 

(Sigma-Aldrich) supplemented with 10% FBS and 1% P/S. 

HEK293 cells were cultured in RPMI (Invitrogen) supplemented 

with 10% FBS and 1% P/S. HEK293 cells expressing wild-type 

and the translocase dead FANCM mutant protein are as 

described previously [31]. XG1 and XG19 IL6 dependent human 

myeloma cell lines (HMCLs) were obtained as previously 

described [32]. AMO-1 and OPM2 were purchased from DSMZ 

(Braunsweig, Germany). These HMCLs were routinely 

maintained in RPMI 1640 and 10% fetal calf serum (FCS; 

Biowittaker, Walkersville, MD), supplemented with 3 ng/ml IL-

6 (Peprotech, Rocky Hill, NJ, USA) for IL6 dependent cell lines. 

HMCLs were authenticated according to their short tandem 

repeat profiling and their gene expression profiling using 

Affymetrix U133 plus 2.0 microarrays deposited in the 

ArrayExpress public database under accession numbers E-

TABM-937 and E-TABM-1088. Dihydrouracil, Uracil, 

Dihydromyricetin, Aphidicolin and Roscovitine were purchased 

from Sigma-Aldrich. Formaldehyde was purchased from VWR 

chemicals. Embryomax nucleosides (100X) (cytidine, 0.73 g/l; 

guanosine, 0.85 g/l; uridine, 0.73 g/l; adenosine, 0.8 g/l; 

thymidine, 0.24 g/l) was purchased from Millipore. pDONR223-

DPYS was obtained through MGC Montpellier Genetic 

Collections and cloned into destination vectors using gateway 

technology (Invitrogen). 

 

Antibodies  
 

Primary antibodies were purchased from Abcam (Histone H3, 

p53, DNA polymerase eta, nucleolin, FANCD2), Bethyl 

Laboratories (RPA32-Ser33, RPA32-Ser4/S8, DNA polymerase 

kappa, XPA, ERCC5/XPG), Calbiochem (RPA32), Cell 

Signaling Technology (Chk1-Ser345, Ubiquityl-PCNA 
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(Lys164)), ElabScience (SPRTN, UPP1), ProteinTech Group 

(DPYS), Santa Cruz Biotechnology (Chk1, HA), Sigma-Aldrich 

(α-Tubulin, DPYD, PCNA). Xenopus polymerase η antibody 

was previously described [33]. The Mouse anti-RNA-DNA 

hybrid S9.6 hybridoma was purchased from ATCC. Orc2 

antibodies were kindly provided by Dr Marcel Mechali (Institute 

of Human Genetics). The FANCA antibody was a gift from the 

Fanconi anemia research fund and the anti-FANCM antibody 

was a gift from Weidong Wang (NIH). Secondary antibodies 

(anti-rabbit-HRP and anti-mouse-HRP) were from Promega 

 

DHP Bacterial Protein Expression and Purification  

 
DPYS was cloned into the pET-28a (+) (Novagen) vector 

containing an N-terminal 6×His tag. The protein was 

overexpressed in Escherichia coli BL21(DE3) host cells and 

induced by 1 mM Isopropyl β-D-1-thiogalactopyranoside (IPTG) 

(Sigma-Aldrich) for 3 h in presence of 1 mM ZnCl2. Cells were 

lysed with Buffer A (50 mM Potassium Phosphate pH 7.5, 150 

mM NaCl, 0.1% NP40, 15 mM Imidazol (Sigma-Aldrich)) and 

protease inhibitors (Roche). Extracts were incubated for 30 min 

at 4°C and harvested at 28 000 rpm for 1 h. The soluble 

supernatant fraction was purified on a 5 ml HisTrap HP column 

(GE Healthcare) using the AKTA protein purification system 

(GE Healthcare). The column was washed with 10 column 

volumes of Buffer A with 60 mM Imidazol. Bound protein was 

eluted from the column using Buffer A with 250 mM Imidazol. 

The fractions corresponding to each peak in the chromatogram 

were dialysed against buffer containing 50 mM Tris HCl pH 7.5, 

150 mM NaCl, 1 mM DTT and 10% glycerol. 

 

RNA Interference and Transfection  
 

ON-TARGET plus siRNA Human DPYS siRNA SMARTpool 

(siDHP-SP) (L-008455-00), ON-TARGET plus siRNA Human 

DPYS (siDHP-1) (J-008455-07) 

(GCACAGAUGGCACUCACUA), siGENOME SMARTpool 

Human DPYD (M-008376-02), ON-TARGETplus FANCM 

siRNA (L-021955-00), siGENOME SMARTpool Human 

FANCD2 (M-016376-02), siGENOME SMARTpool Human 
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FANCA (M-019283-02), siGENOME SMARTpool Human 

SPRTN (M-015442-02), siGENOME SMARTpool Human XPA 

(M-005067-01), siGENOME SMARTpool Human ERCC5 (M-

006626-01), siGENOME SMARTpool Human UPP1 (M-

006647-01), siGENOME Non-targeting Control siRNA pool 2 

(D-001206-14) and ON-TARGET plus Non-Targeting Pool (D-

001810-10), were purchased from Dharmacon. siDHP-2 

(GAAUAGCUGUAGGAUCAGATT) was purchased from 

Eurofins MWG. shDHP-3: DPYS MISSION plasmid (Sigma 

Aldrich, TRC0000046747), target sequence 

(TGTGGCAGTTACCAGCACAAA) and shDHP-4: DPYS 

MISSION plasmid (Sigma-Aldrich, TRC0000046744), target 

sequence (CTAATGATGATCTAACCACAA). Puro-shRNA 

FANCM used was described in [34]. SiRNAs were transfected 

with INTERFERin (Polyplus), shRNA with Lipofectamine 2000 

(Invitrogen). Plasmids encoding cDNAs were transfected using 

jetPEI or jetPRIME reagent (Polyplus). 

 

Small-Scale Chromatin Fractionation Assay and 

Western Blotting  
 

As described [35], cells were collected, washed with phosphate-

buffered saline (PBS), and resuspended in buffer A (10 mM 

HEPES [pH 7.9], 10 mM KCl, 1.5 mM MgCl2, 0.34 M sucrose, 

10% glycerol, 1 mM dithiothreitol (DTT), and protease 

inhibitors (Roche)). Triton X-100 was added (0.1% final 

concentration), the cells were incubated on ice for 5 min, and 

nuclei were collected by centrifugation (5 min, 1300 × g, 4°C). 

The supernatant (Cytosolic fraction) was clarified by high-speed 

centrifugation (5 min, 20 000 × g, 4°C), and the supernatant 

(Cytosolic fraction) was collected. The nuclei were then washed 

once in buffer A and lysed for 30 min in buffer B (3 mM 

ethylenediaminetetraacetic acid (EDTA), 0.2 mM Ethylene 

Glycol Tetraacetic Acid (EGTA), 1 mM DTT and protease 

inhibitor (Roche)), and insoluble chromatin and soluble fractions 

(Nucleosolic fraction) were separated by centrifugation (5 min, 

17 000 × g, 4°C). The insoluble chromatin fraction was washed 

twice with buffer B and resuspended in sodium dodecyl sulphate 

(SDS)-Laemmli buffer and boiled for 10 min. Western blotting 

was performed using the ECL procedure according to the 
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manufacturer's instructions (Amersham Bioscience, Inc) using 

anti-mouse or rabbit-HRP secondary antibodies (Promega) 

 

Immunofluorescence Staining and ssDNA Detection  
 

Cells grown on coverslips were fixed with 3.7% 

paraformaldehyde (PFA) in PBS for 15 min at RT followed by a 

0.5% Triton X-100-PBS permeabilization step for 10 min. Cells 

were then blocked in PBS containing 3% bovine serum albumin 

(BSA) for 30 min and incubated in the primary antibody and 

then in the appropriate secondary antibodies Alexa Fluor 488 or 

Alexa Fluor 555 (Invitrogen), diluted in blocking solution for 1 h 

in a humidified chamber at RT. DNA was stained with Hoechst 

(Invitrogen) and coverslips were mounted on glass slides with 

Prolong (Sigma-Aldrich). 

 

For ssDNA detection, cells were grown on microscopic slides in 

20 μM BrdU for 24 hr. Primary mouse antibody against BrdU in 

ssDNA was used (BD). All the Microscopic analysis was 

performed using Zeiss Z2 Axioimager with ApoTome. ImageJ 

was used for picture processing and quantification of S9.6 mean 

intensity. 

 

DNA Fiber Labeling  
 

DNA fiber spreads were prepared as described previously [36]. 

Cells were labeled with 25 μM IdU (5-iodo-2′-deoxyuridine), 

washed with warm media and then exposed to 50 μM CldU (5-

Chloro-2′-deoxyuridine). Cells were lysed with the spreading 

buffer (200 mM Tris–HCl pH 7.5, 50 mM EDTA and 0.5% 

SDS) and DNA fiber were stretched onto glass slides. The DNA 

fibers were denatured with 2.5 M HCl for 1 h, washed with PBS 

and blocked with 2% BSA in PBS-Tween 20 for 60 min. IdU 

replication tracts were revealed with a mouse anti-BrdU/IdU 

antibody (BD Bioscience) and CldU tracts with a rat anti-

BrdU/CldU antibody (Abcam). DNA fibers were uniformly 

labeled with a mouse anti-human single-stranded DNA antibody 

(Millipore). The secondary antibodies used for the assay were: 

alexa fluor 488 anti-mouse antibody (Life technologies), alexa 

fluor 647 anti-mouse antibody (Life technologies) and Cy3 anti-
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rat antibody (Jackson Immunoresearch). Replication tracts were 

analyzed with ImageJ software. The probability that two datasets 

stem from the same distribution was assayed by a non-

parametrical Mann–Whitney test (Prism Software). 

 

Fluorescence-Activated Cell Sorting (FACS)  
 

Cells were pulse labeled with 10 μM BrdU for 15 min before 

fixation with ice-cold 100% ethanol. Then cells were incubated 

with PBS and 50 μg/ml of RNase A for 1 h at 37°C. After 

treatment with 2N HCl for 30 min, cells were incubated with an 

anti-BrdU antibody (BD) for 1 h at RT and then with an FITC-

conjugated anti-mouse IgG (Life Technologies) at RT for 30 

min. Cells were stained with 25 μg/ml of propidium iodide in 

PBS and analyzed using a FACSCalibur machine (BD). 

 

Enzyme Assay  

 
5, 6-Dihydrouracil (DHU) was used as the substrate in the 

standard assay of DHP. Briefly, 2.5 μg of purified His-tagged 

DHP was added to 200 μl of 5, 6-dihydrouracil (50 μM) solution 

containing 50 mM Tris, 50 μM DTT, pH 8.0 in presence of 

several concentrations of dihydromyricetin, the samples were 

then incubated at 37°C for 1 h. An aliquot (100 μl) from each 

point was taken before incubation as a control without enzymatic 

reaction. DHU decomposition was monitored by HPLC using a 

Waters Alliance system connected to a C18 reversed phase 

Symmetry column (4.6 × 150 mm, 5 μm, Waters). Elution of 

DHU was achieved by applying an isocratic flow of H2O/TFA 

0.1% as mobile phase for 15 min using a flow rate of 1 ml/min. 

For each sample, the column was first washed with 20% 

CH3CN/TFA 0.1% to remove any residual dihydromyricetin and 

equilibrated again with elution phase for 10 min. Under these 

conditions DHU was eluted at 2.8 min and detected by 

absorbance at 230 nm. Quantification of DHU was performed by 

integration of the corresponding HPLC peak using Empower Pro 

software. IC50 calculation was performed using Grafit-7 

(Erithacus Software). 
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Intracellular dNTP Measurement  
 

For dNTP analysis and quantification, siRNA or shRNA 

transfected cells were harvested and lysed in iced cold 65% 

methanol, and vigorously vortexed for 2 min. Extracts were 

incubated at 95°C for 3 min. Supernatants were collected and 

dried in a speed vacuum. Samples were processed in Kim Baek 

laboratory for the single nucleotide incorporation assay as 

described [37]. 

 

Metabolite Extraction  
 

Cells pellet (1 million cells) were extracted on dry ice in 0.5 ml 

cold 70% methanol. The cell mixtures were shaken vigorously 

on a Vortex mixer for 10 min. These extracts were then 

centrifuged at 20 000 g at +4°C for 10 min, and the supernatants 

were transferred into polypropylene tubes for evaporation with a 

turbovap evaporator (Biotage, France). Dried extracts were 

reconstituted in 50 μl of mobiles phases A/B; 9/1. Five microliter 

of this sample was injected in the LC-MS/MS system. For LC 

Analysis: An UPLC Acquity I Class (Waters, France) was used 

for this study. The chromatographic separation was perform onto 

an Acquity UPLC BEH HSS T3 column (150 × 2.1 mm, 1.8 μm) 

using a gradient from 0.5%formic acid in water/0.5% formic 

acid in acetonitrile; 9/1; v/v as initial conditions to 6/4; v/v from 

0.5 min to 3 min at a flow rate of 0.3 ml/min. The run time was 5 

min allowing the system to reach 100% of 0.5% formic acid in 

acetonitrile to rinse the column and return to initial mobile phase 

conditions. The autosampler and the column compartment were 

held at 4°C and 30°C, respectively. Under these conditions, 

uracil and dihydrouracil displayed a mean retention time of 1.33 

and 1.34 min, respectively. For MS Analysis, the UPLC system 

was coupled to a Waters XEVO™ TQ-XS mass spectrometer 

(Waters, France) operating in positive ion mode. For pyrimidine 

detection, the capillary voltage was set to 2.5 kV. The source and 

desolvation temperatures were held at 150°C and 600°C, 

respectively. The cone and desolvation gas flow were set at 150 

and 800 l/h, respectively. The MS data acquisition was 

performed in multiple reaction monitoring (MRM) mode. 

Monitored MRM transitions were m/z 112.93 > 69.96 and 
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114.98 > 72.91 for uracil and dihydrouracil, respectively. Range 

of calibration curves were 0.28–108 and 0.27–110 nmol/cell 

pellet for uracil and dihydrouracil, respectively. 

 

Cell Viability and Colony Forming Assay  
 

The effect of siRNA on cell proliferation was measured using the 

CellTiter-Glo® Luminescent Cell Viability Assay Kit (Promega) 

according to the manufacturer's protocol or using the MTT cell 

growth assay. Briefly, siRNA transfected cells were seeded in 

96-well plate and 4 days later, 100 μl CellTiter-Glo® reagent was 

added to each well that contained 100 μl cell culture medium. 

Cells were then lysed by shaking in an orbital shaker for 2 min, 

followed by incubation at room temperature for 10 min to 

stabilize the luminescent signal. The luminescent intensity was 

recorded on a Tristar LB 941 Multimode Microplate Reader 

(Berthold Technologies). For the MTT assay, siRNA-transfected 

cells were seeded into 24-well plates and cell growth was 

documented every 24 h via a colorimetric assay using a 3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide (MTT) 

assay (Sigma-Aldrich). Absorbance values were collected at 600 

nm using a BioPhotometer (Eppendorf). In each individual 

experiment, proliferation was determined in triplicate and the 

overall experiment was repeated three times. For colony 

formation analysis, cells were seeded in 6-well plates at a density 

of 5000 cells per well. The medium was changed every 3 days 

for 10 days until visible colonies formed. Colonies were fixed in 

methanol for 10 min and stained with crystal violet. 

Transcription Assay  
 

siRNA transfected cells were grown on cover slips and incubated 

with EU for 20 min. Cells were fixed with 4% paraformaldehyde 

for 15 min and permeabilized for 20 min in 0.1% Triton X-100 

in PBS. EU incorporation were detected by staining with the 

Click-it Edu Alexa Fluor 555 azide Imaging Kit (Invitrogen) 

according to the manufacturer's instructions and DNA was 

stained with Hoechst (Invitrogen). The intensity of staining 

within individual nuclei was quantified using Image J software. 
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X. laevis Egg Extracts Preparation and DNA 

Replication Kinetics  
 

Low Speed Egg extracts (LSE) were prepared as previously 

described [38]. M13 replication kinetics was assessed using 500 

ng of M13mp18 single-stranded DNA (New England BioLabs) 

per 50 μl of LSE supplemented with cyclohexymide 

(250  μg/ml), an energy regeneration system (1 mM ATP, 2 mM 

MgCl2, 10 mM creatine kinase, 10  mM creatine phosphate) and 

α-[32P]-dCTP (0.37 MBq). Chromosomal DNA replication was 

assessed by adding 1000 demembranated Xenopus laevis sperm 

nuclei per microliters of extract. The mixtures were incubated at 

23°C for the indicated time, then samples were neutralized in 

10  mM Tris-HCl pH 8.0, 10 mM EDTA, 0.5% SDS, 200  μg/ml 

Proteinase K (Sigma-Aldrich) and incubated at 52°C for 1 h. 

Incorporation of radiolabeled deoxynucleotides in DNA was 

monitored using a Phosphor Imager Typhoon TriO+ (Amersham 

Biosciences) following agarose gel electrophoresis or alkaline 

agarose gel electrophoresis of purified DNA. 

 

Sperm chromatin purification was performed as previously 

described [39]. Briefly, egg extracts supplemented with 

demembranated sperm nuclei were diluted 10-fold in ice cold 

XB (10 mM Hepes-KOH pH 7.7, 100 mM KCl, 2 mM MgCl2, 

50 mM sucrose and protease inhibitor) and pelleted at 1500 g for 

5 min. Nuclei were washed once in XB buffer and then detergent 

extracted with 0.1% NP40 for 5 min on ice. Chromatin was 

recovered after centrifugation and ressuspended in Laemmli 

buffer for western blot analysis. For the chromatin transfer 

experiments, chromatin samples were incubated for 30 min in 

the first extract with the indicated drugs (Figure 4D). Purification 

for chromatin transfers and isolation of nuclei were performed 

following the protocol detailed in [40]. Isolated nuclei integrity 

was verified by microscopy and then transferred into fresh 

extract supplemented with geminin and Roscovitine (to inhibit 

new replication events) together with α-[32P]-dCTP. After 2 h, 

dCTP incorporation was monitored by autoradiography on 

neutral gel as described previously. 
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DNA–Protein Crosslinks Isolation and Detection  
 

DPCs isolation DPCs were prepared as described in [41]. In 

brief, 1.5 to 2 × 106 cells were lysed in 1 ml of M buffer (MB), 

containing 6 M GTC, 10 mM Tris–HCl (pH 6.8), 20 mM EDTA, 

4% Triton X-100, 1% Sarkosyl and 1% DTT. DNA was 

precipitated by adding 1 ml of 100% ethanol and was washed 

three times in wash buffer (20 mM Tris–HCl pH 6.8, 150 mM 

NaCl and 50% ethanol) and DNA was solubilized in 1 ml of 8 

mM NaOH. A small aliquot of the recovered DNA was digested 

with 50 μg/ml proteinase K (Invitrogen) for 3 h at 50°C and 

quantified using Qubit dsDNA HS Assay Kit (Invitrogen) 

according to manufacturer instructions. DNA concentration was 

further confirmed by slot-blot where the proteinase K digested 

samples were diluted in TBS buffer and applied to nylon 

membrane (Hybond N+) followed by immunodetection with 

antibody against dsDNA. 

 

The remaining solubilized DNA was digested with Benzonase 

(Sigma-Aldrich) for 30 min at 37°C. Proteins were precipitated 

by standard Trichloroacetic Acid (TCA) protocol. At last, the 

crosslinked-proteins were resuspended with the appropriate 

buffer and total DPCs were analyzed by Silver Staining 

(Invitrogen) as recommended by the manufacturer after 

electrophoretic separation on polyacrylamide gels and specific 

crosslinked-proteins were immunodetected using western blot 

assay. Signals were quantified using Image J software. 

Alternatively, proteins recovered by RADAR were analyzed by 

mass spectrometry as described previously [42]. Analysis of raw 

files were performed using MaxQuant [43] version 1.6.3.3 using 

default settings with label-free quantification option enabled. 

Raw file spectra were searched against the human UniProt 

reference database. Protein, peptide, and site false discovery rate 

(FDR) were adjusted to 0.01. 

 

Statistical Analysis  
 

Biological replicates were experiments performed independently 

of each other to test biological variation. Technical replicates 
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were performed during one biological replicate to test variation 

of the measuring equipment and protocols. 

 

For replication tracks analyses, the probability that two data sets 

stem from the same distribution was assayed by a non-

parametrical Mann–Whitney test using the GraphPad Prism 5 

software Prism software. To determine whether an siRNA 

treatment significantly increased or decreased the percentage of 

events by comparing the siRNA-treated cells to siRNA-control 

cells, p values were calculated with the open-source R software 

package (www.r-project.org) using a generalized linear model 

with Poisson distribution. The test used and p values are 

indicated in figure legends. 

 

Results  
Suppression of DHP Induces DNA Replication Stress 

and Inhibits Cell Proliferation  
 

DHP is mainly expressed in the liver and the kidney [7]. Yet, we 

detected DHP in the epithelial cancer cells MCF7 (breast 

adenocarcinoma), U-2 OS (osteosarcoma), HCT116 (colorectal 

carcinoma) and HEK293T (embryonic kidney) (Figure 1B). We 

also detected DHP in hTERT-immortalized retinal pigment 

epithelial cells (hTERT RPE-1) and in primary human dermal 

fibroblasts (HDF) (Supplementary Figure S1A), suggesting that 

regardless of their transformation status, certain types of cells 

express DHP when cultured in vitro. By contrast, DHP was not 

detectable in multiple myeloma cells (Figure 1B), consistent 

with the absence of DHP activity in hematopoietic malignant 

cells [3]. The knockdown of DHP by means of siRNA in 

HCT116, U-2 OS and HEK293T cells confirmed the specificity 

of the anti-DHP signal (Figure 1B). 

 

As DHP is produced in different epithelial cancer cells, we set 

out to explore the phenotypic consequences of DHP depletion. 

Depletion of DHP in U-2 OS cells blocked cell proliferation 

measured by colorimetric and by colony forming assays 

(Figure 1C and D). In addition, suppression of DHP by either 

one of two anti-DHP siRNAs with different target sequences 

impaired the growth of HCT116 cells (Supplementary Figure 
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S1B), but not of the multiple myeloma cell line AMOI, that does 

not express DHP (Supplementary Figure S1C). We used also two 

plasmids encoding shRNAs with different target sequences to 

exclude potential off-target effects caused by the seed region of 

siRNAs [44]. Using this strategy, we suppressed DHP in 

HEK293T cells and observed severely compromised cell 

viability and proliferation (Supplementary Figure S1D and E). 

Together, these observations confirm that growth inhibition 

induced by DHP depletion is not a singular property of U-2 OS 

cells. Because DHP is essential for the proliferation of these 

cancer cell lines, we surmised that it was not possible to 

generate DPYS (encodes DHP) knockouts cell lines by 

CRISPR/CAS9 genome editing to explore the function of DHP. 

 

Flow cytometry cell-cycle analyses 72-h post-transfection 

revealed alterations in the cell-cycle distribution of osteosarcoma 

U-2 OS cells treated with an anti-DHP siRNA (Figure 1E). In 

comparison with control cells, suppression of DHP reduced the 

fraction of U-2 OS cells in S phase. The impact of DHP 

depletion was less pronounced in the transformed HEK293T cell 

line (Supplementary Figure S1F), perhaps reflecting differences 

in the dependency on DHP activity or in the efficiency of DHP 

depletion. To evaluate further the capacity of DHP-depleted 

HEK293T cells to proceed through the cell cycle, we performed 

pulse-chase experiments with the nucleotide analog BrdU. Cells 

were labeled with BrdU for 30 min and sorted by two-

dimensional flow cytometry at the indicated time of incubation 

in BrdU free medium. After 6-h incubation in BrdU-free 

medium, the majority of control cells had completed S phase and 

a significant proportion proceeded to the G1 phase (9.27%), 

whereas the proportion of DHP-depleted HEK293T cells to 

reach G1 was reduced by half (Supplementary Figure S2A). 

 

To explore the cause of the cell cycle delays, we analyzed DNA 

replication tracks at the single molecule level by DNA fiber 

labeling. Replication tracks were dually labeled with two 

consecutive pulses of fluorescent nucleotide analogues iodo-

deoxyuridine (IdU) and chloro-deoxyuridine (CldU) for 30 min 

each. We assessed the progression of isolated replication forks 

by measuring the length of CldU tracks adjacent to IdU tracks. 
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The knockdown of DHP by siRNA or shRNA molecules with 

different target sequences reduced the length of replication tracts 

in U-2 OS or HEK293T cells (Figure 2A and Supplementary 

Figure S2B). Re-expression of a siRNA-resistant myc-tagged 

DHP protein in DHP knockdown U-2 OS cells partially rescued 

replication progression (Figure 2A). This confirms that the DNA 

replication defect is a direct consequence of DHP depletion. 

 

 
 
Figure 2: Suppression of DHP interferes with replication fork progression and 

induces activation of DNA damage responses. (A) Experimental scheme: 72 h 

after transfection with control or anti-DHP siRNA (siDHP-1), cells were 

labeled with two consecutive pulses of 30 min with CldU and IdU, as indicated. 

DNA was stretched out on glass slides and newly synthesized DNA was 
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revealed by immunofluorescence. Graphic representation of replication track 

lengths in U-2 OS cells co-transfected with control or anti-DHP siRNA 

(siDHP-1) along with control plasmid or a plasmid encoding siRNA-resistant 

DHP. The bar dissecting the data points represents the median of 100 tracts 

length from one biological replicate. Differences between distributions were 

assessed with the Mann–Whitney rank sum test. P-values: *** < 0.0001. (B) 

Whole-cell extracts from control and DHP knockdown U-2 OS cells (siDHP-1) 

were analyzed by western blotting with the indicated antibodies. One 

representative experiment is shown from more than three biological replicates 

(C) RPA32 immunofluorescence staining of control and DHP knockdown U-2 

OS cells (siDHP-1). DNA was stained by Hoechst. Bars indicate 10 μm. 

Bottom panel: Quantification of the percentage of RPA32 foci positive cells in 

a population of 100 cells. Data from three independent biological replicates are 

represented as mean ± S.D. P-values were calculated using a regression model 

with Poisson distribution: ***P < 0.0001. (D) Immunofluorescence staining of 

Ser33 phospho RPA32 in control and DHP knockdown U-2 OS cells (siDHP-

1). DNA was stained by Hoechst. Bars indicate 10 μm. Bottom panel: 

Histogram representing the percentage of Ser33 pRPA32 foci positive cells in a 

population of 100 cells. Data from three independent biological replicates are 

represented as mean ± S.D. (100 cells were counted per experiment). P-values 

were calculated using a regression model with Poisson distribution: ***P < 

0.0001. (E) Control and DHP knockdown U-2 OS cells (siDHP-1) were 

uniformly labeled with BrdU before immunofluorescence staining in native 

conditions with an anti-BrdU antibody. DNA was stained by Hoechst. Bars 

indicate 10 μm. Right panel: Histogram representation of the percentage of 

ssDNA positive cells. Values are the mean ± S.D of three independent 

biological replicates (100 cells were counted per experiment). P-values were 

calculated using a regression model with Poisson distribution: ***P < 0.0001. 

(F) Western blotting analysis with the indicated antibodies of whole-cell 

extracts from control and DHP knockdown U-2 OS cells (siDHP-1) 

complemented or not with a siRNA-resistant DHP cDNA, as indicated. One 

representative experiment is shown from three biological replicates. 

 

Next, we probed cells for indicators of DNA replication stress by 

monitoring ATR/Chk1 signaling. We observed spontaneous 

accumulation of Chk1 phosphorylated on Ser345 in the soluble 

fraction and of RPA32 phosphorylated on Ser 4/8 and Ser33 in 

the chromatin fraction of DHP-depleted HEK293T and U-2 OS 

cells (Supplementary Figure S2C and D). Phospho RPA32 

(Ser33 and/or Ser4/8) accumulated in U-2 OS whole cell extracts 

(Figure 2B) and in HEK293T cells transfected with a different 

anti-DHP shRNA (Supplementary Figure S2E). To confirm this 

observation, we visualized RPA foci and phospho RPA signals 

by means of immunofluorescence microscopy. RPA32 and 

phospho RPA32 (ser33) signals accumulated in U-2 OS cells 

transfected with anti-DHP siRNA (Figure 2C and D), and in 
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HEK293T cells transfected with a distinct anti-DHP shRNA 

(Supplementary Figure S2F). To verify that the formation of 

RPA32 foci correlates with the accumulation of single-stranded 

DNA (ssDNA), we probed ssDNA by immunofluorescence 

microscopy using uniform BrdU labeling and BrdU detection in 

native conditions [45]. Nearly 30% of DHP-depleted cells 

exhibited multiple and distinct BrdU signals indicative of severe 

replication-associated defects (Figure 2E). Last, we monitored 

the level of p53 that is stabilized in response to genotoxic stress. 

Depletion of DHP markedly increased the level of p53 in U-2 

OS cells (Figure 2B and F). Expression of a siRNA-resistant 

cDNA encoding DHP reduced the level of p53, confirming that 

the stabilization of p53 results, at least in part, from the depletion 

of DHP (Figure 2F). Collectively, these data indicate that 

suppression of DHP induces DNA replication stress, at least in a 

subset of cancer cell lines. 

 

Accumulation of Dihydropyrimidines Induces DNA 

Replication Stress  

 
Next, we sought to investigate how suppression of DHP inhibits 

fork progression. The rate of DNA chain elongation is dependent 

on the pool of available deoxyribonucleotides. Thus, we 

measured the impact of DHP depletion on dNTPs levels using a 

single nucleotide incorporation assay [37]. The level of dNTPs 

increases in proliferating cells and fluctuates during the cell 

cycle [46]. Since the suppression of DHP has consequences on 

cell growth and cycle progression, cells lacking DHP may 

exhibit altered dNTPs levels. Consistent with this, the 

suppression of DHP in HEK293T and U-2 OS cells led to a 

reduction in the global level of dNTPs (Supplementary Figure 

S3A and B). To test if alterations of dNTPs levels were 

responsible for the defect in fork progression observed in DHP-

depleted cells, we complemented the cell culture medium with 

saturating concentrations of nucleosides and measured the length 

of CldU-labeled replication tracks from isolated replication 

forks. Addition of nucleosides in the cell culture medium 

markedly increased the length of replication tracks in shControl 

HEK293T cells (Supplementary Figure S3C), with a median fold 

stimulation of 1.7×. This data indicate that nucleosides are 



Immunology and Cancer Biology 

21                                                                                www.videleaf.com 

limiting in these cells. By contrast, saturation of DHP-depleted 

cells with a cocktail of nucleosides did not markedly increase the 

length of replication tracks (Supplementary Figure S3C). 

Therefore, changes in dNTPs levels are not the primary cause of 

replication stress in these cells. Consistent with this 

interpretation, addition of an excess of nucleosides in the cell 

culture medium of DHP-depleted cells did not attenuate the 

accumulation of p53 and the phosphorylation of RPA32 on 

Ser33 (Supplementary Figure S3D). 

 

It is noteworthy that measurements of the global pool of dNTPs 

does not give insights into local levels of dNTPs available to the 

DNA replication machinery [47], and that the rate of replication 

fork progression is primarily determined by the amount of DNA 

damage and the level of activated p53, not by the global 

concentrations of dNTPs [47]. Thus, we considered the 

possibility that DNA replication stress in DHP-depleted cells 

was caused by the accumulation of dihydropyrimidines. To test 

this, we measured the cellular concentration of uracil and its 

breakdown product dihydrouracil by liquid chromatography and 

mass spectrometry (LC-MS). DHP-depletion in U-2 OS cells 

yielded a 4-fold increase in the molar ratio of intracellular 

dihydrouracil/uracil (Figure 3A). This indicate that the transient 

knockdown of DHP is sufficient to raise the intracellular 

concentration of dihydropyrimidines. To counteract the 

accumulation of dihydropyrimidines in DHP-knockdown cells, 

we co-depleted DPD, the first enzyme in the pyrimidine 

catabolic pathway that produces dihydropyrimidines 

(Figure 1A). We tried to measure the dihydrouracil/uracil ratio in 

DPD-depleted cells co-transfected with control and anti-DHP 

siRNAs. In the absence of DPD, however, the cellular 

concentration of dihydrouracil decreased below quantification 

levels. Suppression of DPD in DHP-depleted cells rescued the 

rate of fork progression to the level of control cells (Figure 3B). 

Consistent with this result, the levels of p53, of Ser33 

phosphorylated RPA32 and the intensity of RPA32 foci were 

close to normal when both DPD and DHP enzymes were 

depleted (Figure 3C and D). To test if the genotoxic 

consequences of dihydropyrimidines was dependent on the 

salvage pathway, we knocked-down uridine phosphorylase 
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(UPP1) by means of RNA interference. Suppression of UPP1 in 

DHP-depleted cells had no impact on markers of DNA 

replication stress (Supplementary Figure S3E). Altogether, these 

observations suggest that the DNA replication stress phenotype 

of DHP-depleted cells is the consequence of the accumulation of 

dihydropyrimidines. 

 

 
 
Figure 3: Accumulation of dihydropyrimidines induces DNA replication 

stress. (A) The concentrations of dihydrouracil and uracil were measured in U-

2 OS cells transfected with control or anti-DHP siRNA (siDHP-1). The ratio of 
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molar concentrations between the two metabolites in each sample is presented. 

Data from three independent biological replicates, with three technical 

replicates for each, are represented as mean ± S.E.M. P-values were calculated 

using a regression model with Poisson distribution: ***P < 0.0001. (B) 

Replication tracks were labeled with two consecutive pulses of 30 min with 

CldU and IdU in U-2 OS cells transfected with the indicated siRNAs. Graphic 

representations of replication track lengths measured in μm (y-axis). The bar 

dissecting the data points represents the median of 100 tracts length from one 

biological replicate. Differences between distributions were assessed with the 

Mann–Whitney rank sum test. P-values: *** < 0.0001. (C) Western blot 

analysis with the indicated antibodies of whole cell extracts from U-2 OS 

transfected with anti-DHP and anti-DPD siRNAs, as indicated, Ponceau 

staining was used as control of protein loading and transfer. * non-specific 

band. One representative experiment is shown from two biological replicates. 

(D) RPA32 immunofluorescence staining of U-2 OS cells transfected with the 

indicated siRNAs. Bars indicate 10 μm. DNA was stained by Hoechst. Bottom 

panel: Histogram representation of the percentage of RPA32 foci-positive cells 

in a population of 100 cells. Data from three independent biological replicates 

are represented as mean ± S.D. P-values were calculated using a regression 

model with Poisson distribution: ***P < 0.0001. 

 

Dihydropyrimidine Accumulation Induces 

Transcriptional Stress  

 
The data thus far indicate that dihydropyrimidine metabolites 

induce DNA replication stress. We reasoned that 

dihydropyrimidines could induce directly or indirectly the 

formation of DNA adducts and interfere with DNA-templated 

processes including transcription. Thus, we explored the effect of 

DHP loss on global transcription activity. Nascent RNA were 

pulse labeled for 20 min with the modified RNA precursor 5-

ethynyluridine (EU) and overall transcription activity was 

evaluated via fluorescent-based quantification. In comparison 

with control cells, we observed a drop of EU incorporation in 

DHP-depleted U-2 OS cells (Figure 4A). Next, we used the anti-

RNA:DNA hybrids S9.6 antibody to visualize R-loops by 

immunofluorescence staining. R-loops are induced by defects in 

the processing of nascent pre-mRNAs or by the accumulation of 

negative supercoiling behind RNA polymerases [15,48]. 

Immunofluorescence staining experiments revealed a significant 

increase in the level of nuclear RNA:DNA hybrids in DHP-

depleted cells compared to control cells after excluding nucleolar 

signals from the analysis (Figure 4B). R-loops and nucleolin 

immunofluorescence staining revealed alterations in the 
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morphology of nucleoli, which appeared more condensed and 

rounded (Figure 4B). These observations indicate that the 

accumulation of dihydropyrimidine metabolites in DHP-depleted 

cells induces transcriptional stress. 

 

 
 

Figure 4: Dihydropyrimidines induce transcriptional stress and yield abnormal 

DNA replication intermediates. (A) Graphic representation of global 

transcriptional activity visualized by 5-ethynyl uridine (EU) incorporation. U-2 

OS cells transfected with control and anti-DHP siRNA (siDHP-1) were labeled 

with EU for 20 min before fixation. The EU intensity of 100 cells from two 

independent biological replicates was measured by fluorescence microscopy. 
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The bar dissecting the data points represents the median of EU intensity. 

Differences between distributions were assessed with the Mann–Whitney rank 

sum test. P-values: *** < 0.0001. (B) Immunofluorescence staining with S9.6 

and nucleolin antibodies of DHP-depleted or control U-2 OS cells (siDHP-sp). 

DNA was stained by Hoechst. Bars indicate 10 μm. Right panel: The graph 

shows the median of S9.6 signal intensity par nucleus after nucleolar signal 

removal. More than 1000 cells from two independent biological replicates were 

considered. Differences between distributions were assessed with the Mann–

Whitney rank sum test. P-values: *** < 0.0001. (C) Left panel: Experimental 

scheme. DNA synthesis reactions (control: DMSO; DHU: 15 mM) were pulse-

labeled for 30 min with α-[32P]-dCTP at the indicated times during the course 

of a 2-h reaction. Replication products were purified and resolved by 

electrophoresis through a 1.2% agarose gel in denaturing conditions. (*) 

abnormal replication intermediate. One representative experiment is shown 

from two biological replicates. (D) Experimental scheme: Sperm nuclei were 

added to Xenopus egg-extract (in presence or not of 7.5 mM DHU dissolved in 

water) and incubated at 23°C to allow origins firing and replication initiation. 

After 30 min incubation, the firing of new replication origins was blocked with 

roscovitine (0.5 mM). Replicating nuclei were then isolated after 60 min of 

incubation and transferred to a second extract (restarting extract) supplemented 

with roscovitine (0.5 mM) and Geminin (60 mM) to block the firing and the 

assembly of novel origins, respectively. DNA synthesis reactions were pulse-

labeled with α-[32P]-dCTP during incubation in the second extract. (E) 

Replication products were resolved by 1% alkaline agarose gel electrophoresis 

and revealed by autoradiography. Lanes 1–4: Mock treated extracts; Lanes 5–8: 

incubation in the first extract was performed in the presence of 7.5 mM DHU. 

Lanes 10–12 serve as positive controls: after 30 min incubation in the first 

extract, DNA synthesis was blocked with aphidicolin (100 ng/μl). Right panel: 

Histogram representing the quantification of the gel by image J of replication 

products (arbitrary unit). One representative experiment is shown from two 

biological replicates (See Supplementary Figure S4A). 

 

Dihydropyrimidine Accumulation Induces Abnormal 

DNA Replication Products Independently of 

Transcription  
 

Because interference between transcription and DNA replication 

is an important endogenous source of DNA replication stress 

(Tuduri et al., [15]), we wanted to know if dihydropyrimidine 

metabolites can directly interfere with the process of DNA 

replication, independently of transcription activity. To test this, 

we used a cell-free DNA replication system derived from 

Xenopus eggs in which transcription is inactive. In this system, a 

circular single-stranded DNA is converted into a double-stranded 

DNA via priming and elongation of DNA chains in a 

semiconservative manner. The replicated DNA is then assembled 
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into chromatin leading to the formation of supercoiled DNA 

[49]. DNA replication was measured by the incorporation of the 

radioactive nucleotide precursor α32P-dCTP. 

 

First, we labeled DNA during the course of a 2-h reaction with 

30 min pulses of α32P-dCTP, as indicated (Figure 4C, left panel), 

and analyzed DNA replication products by alkaline agarose gel 

electrophoresis. In these denaturing conditions, irreversibly 

denatured DNA produced in control extracts was replaced by an 

abnormal replication intermediate in extracts supplemented with 

5, 6-dihydrouracil (Figure 4C). This novel replication product 

was visible from the earliest stages of the replication reaction 

(Figure 4C). This observation indicate that dihydropyrimidines 

interfere directly with the process of DNA chain elongation in 

Xenopus egg-extracts. Moreover, the dNTPs pool is not limiting 

during DNA replication in Xenopus egg extracts. Therefore, in 

this system, the possibility that DHU may imbalance the pool of 

dNTP pool is eliminated. 

 

We designed a multistep chromatin transfer experiment to verify 

if 5, 6-dihydrouracil directly interferes with chromosomal DNA 

synthesis (Figure 4D). First, we performed a standard chromatin 

DNA replication reaction in Xenopus egg-extracts using 

demembranated sperm nuclei [50–52]. Interference with the 

progression of replication forks, for example using the 

replicative DNA polymerase inhibitor aphidicolin, is expected to 

yield incomplete DNA replication intermediates that can prime 

DNA synthesis during the course of a second DNA replication 

reaction. To obtain evidence for the formation of aborted 

replication intermediates in extracts supplemented with 5, 6 

dihydrouracil, we purified and transferred the replicated, or 

partially replicated, chromatin to a second extract supplemented 

with both Geminin, to block the licensing of new origins of 

replication, and the CDK2 inhibitor roscovitine, to block the 

firing of new origins. In this situation, DNA synthesis is the 

result of priming of pre-existing replication intermediates. The 

transfer of nuclei from a replication reaction carried out in the 

presence of aphidicolin to a second extract unable to fire new 

origins led to a significant increase in α32P-dCTP incorporation 

in comparison with mock-treated nuclei 
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(Figure 4E and Supplementary Figure S4A, compare lanes 1–4 

with lanes 9–12), indicative of replication fork restart and/or 

DNA repair activities. Likewise, in comparison with mock-

treated nuclei, addition of 5,6-dihydrouracil during the first 

replication reaction yielded an increased incorporation of α32P-

dCTP in the restarting extract (Figure 4E and Supplementary 

Figure S4A, lane 5–9), indicating that DNA replication in the 

presence of 5,6-dihydrouracil generates DNA intermediates that 

prime DNA synthesis. Collectively, these data indicate that 

dihydropyrimidine metabolites directly interfere with the process 

of DNA replication. 

 

Dihydromyricetin Induces DNA Replication Stress  
 

We noticed a report suggesting that the plant flavonoid 

dihydromyricetin is a competitive inhibitor of a putative DHP 

from Pseudomonas aeruginosa [53] (Figure 1A). Human and P. 

aeruginosa DHPs are predicted to fold into a similar structure 

[53]. Since DHP activity is a good marker of tumorigenicity and 

a candidate target for cancer therapy [3], we wanted to test if 

dihydromyricetin also inhibits the human DHP. We expressed 

and purified recombinant human DHP to near homogeneity 

(Supplementary Figure S4B) and assessed its activity by 

measuring the decomposition of 5, 6-dihydrouracil using high 

performance liquid chromatography. In an experimental system 

containing purified DHP (0.2 μM) and 5, 6 dihydrouracil as a 

substrate (50 μM), dihydromyricetin inhibited DHP activity with 

a half maximal inhibitory concentration (IC50) value of about 6 

μM (Figure 5A). Next, we analyzed the phenotypic 

consequences of acute exposure of U-2 OS cells to 

dihydromyricetin, and observed an increased intracellular molar 

ratio of dihydrouracil/uracil (Figure 5B), the induction of RPA32 

and Chk1 phosphorylation (Figure 5C and Supplementary Figure 

S4C), the formation of RPA32 nuclear foci (Figure 5D), and the 

slowing of DNA replication forks (Figure 5E). In addition, DPD-

depleted U-2 OS cells were more resistance to dihydromyricetin 

treatment and rescued the DNA replication stress markers 

induced by dihydromyricetin (Figure 5F and G). By contrast, 

suppression of the salvage pathway enzyme UPP1 had no impact 

on DNA replication stress markers induced by dihydromyricetin 
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(Supplementary Figure S4D). These data indicate that the 

treatment of cells with dihydromyricetin induces replication 

stress phenotypes that are similar to the phenotypes of DHP-

knockdown cells. 

 

 
 
Figure 5: Dihydromyricetin induces DNA replication stress. (A) 

IC50 determination of dihydromyricetin for DHP (0.2 μM) using dihydrouracil 

(50 μM) as a substrate. One representative experiment is shown from three 

biological replicates. (B) Molar ratios of dihydrouracil versus uracil measured 

in U-2 OS cells treated with 20 μM dihydromyricetin for 16 h. Data from three 

independent biological replicates, with three technical replicates for each, are 



Immunology and Cancer Biology 

29                                                                                www.videleaf.com 

represented as mean ± S.E.M. P-values were calculated using a regression 

model with Poisson distribution: ***P < 0.0001. (C) Western blot analysis with 

the indicated antibodies of U-2 OS whole-cell extracts treated with 

dihydromyricetin for 48 h at the indicated concentrations. One representative 

experiment is shown from three biological replicates. (D) RPA32 

immunofluorescence staining of U-2 OS cells treated with DMSO or 20 μM 

dihydromyricetin for 16 h. Bars indicate 10 μm. DNA was stained by Hoechst. 

Bottom panel: Histogram representation of the percentage of RPA32 foci-

positive cells in a population of 100 cells. Data from three independent 

biological replicates are represented as mean ± S.D. P-values were calculated 

using a regression model with Poisson distribution: ***P < 0.0001. (E) Graphic 

representation of replication track lengths measured in μm (y-axis) in control 

and U-2 OS cells treated with 20 μM of dihydromyricetin for 16 h. The bar 

dissecting the data points represents the median of 100 tracts length from one 

biological replicate. Differences between distributions were assessed with the 

Mann-Whitney rank sum test. P-values: *** < 0.0001. (F) U-2 OS cells were 

transfected with control or anti-DPD siRNA and exposed to increasing 

concentrations of dihydromyricetin for 2 days. Cell viability was estimated 

using Cell Titer-Glo assay. Mean viability is representative of experiments 

performed in triplicate. Error bars represent ± S.E.M. (G) Western blot analysis 

with the indicated antibodies of whole cell extracts from U-2 OS transfected 

with anti-DPD siRNA and treated or not with 20 μM of dihydromyricetin for 

24 h. One representative experiment is shown from two biological replicates. 

 

Suppression of Dihydropyrimidinase Activity Induces 

DNA–Protein Crosslinks  
 

Next, we sought to evaluate whether dihydropyrimidines inhibit 

DNA-templated processes via the formation of DNA adducts. 

First, we asked if the accumulation of these metabolites triggers 

the recruitment of translesion DNA polymerases to chromatin. 

Suppression of DHP induced chromatin recruitment of the 

translesion DNA polymerase η that can bypass replication-

blocking lesions such as UV photoproducts and oxidized bases 

[54,55], but not DNA polymerase κ, which has a different 

specificity for DNA lesions than polymerase η 

(Figure 6A and Supplementary Figure S5A). We also observed 

monoubiquitinated PCNA in the chromatin fraction of DHP-

depleted cells (Figure 6A), a posttranslational modification that 

facilitates the interaction of TLS polymerases with PCNA [56]. 

Consistent with this observation, addition of 5, 6-dihydrouracil 

in Xenopus eggs extracts induced a pronounced accumulation of 

TLS pol η on chromatin after 2 h of incubation, when the 

replication process was completed (Figure 6B). In light of these 
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observations, we propose that the accumulation of 

dihydropyrimidines or their decomposition products may induce 

bulky DNA adducts. 

 

 

 
 

Figure 6: Dihydropyrimidines metabolites induce DPCs. (A) The chromatin 

fraction of control and DHP knockdown U-2 OS cells (siDHP-1) was subjected 

to western blot analysis with the indicated antibodies. Histone H3 was used 

as loading control. One representative experiment is shown from two 

biological replicates. (B) Chromatin extracts from nuclei incubated in control 

and DHU (7.5 mM) containing extracts for 60 and 120 min were subjected to 

western blot analysis with the indicated antibodies. Histone H3 was used as 

loading control. One representative experiment is shown from two biological 
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replicates. (C) Total DPC levels in U-2 OS cells transfected with control or 

anti-DHP siRNA (siDHP-1) visualized by silver staining. Right panel: 

Histogram representing the quantification of DPC levels normalized to total 

DNA amount by image J. Three independent biological replicates are averaged 

in the bar graphs. Error bars represent ± S.D. P-values were calculated using a 

regression model with Poisson distribution: ***P < 0.0001. (D) Total DPC 

levels in U-2 OS cells treated or not with 1 mM FA for 2 h visualized by silver 

staining. Right panel: Histogram representing the quantification of DPC levels 

normalized to total DNA amount by image J. Three independent biological 

replicates are averaged in the bar graphs. Error bars represent ± S.D. P-values 

were calculated using a regression model with Poisson distribution: ***P < 

0.0001. (E) Total DPC levels after U-2 OS cells treatment with DMSO or 5 μM 

of Dihydromyricetin for 16 h visualized by silver staining. Right panel: 

Histogram representing the quantification of DPC levels normalized to total 

DNA amount by image J. Three independent biological replicates are averaged 

in the bar graphs. Error bars represent ± S.D. P-values were calculated using a 

regression model with Poisson distribution: ***P < 0.0001. (F) Western blot 

analysis of crosslinked DNA polymerase η in total DPC extracts from U-2 OS 

cells transfected with control or anti-DHP siRNA (siDHP-1) and the 

corresponding DNA quantification. One representative experiment is shown 

from two biological replicates. (G) Slot-blot showing crosslinked DNA 

polymerase η in total DPC extracts from U-2 OS cells treated with 20 μM 

dihydromyricetin for 16 h and the corresponding DNA quantification. (H) Pie 

chart representation of gene ontology analyses using the panther Classification 

system (http://www.pantherdb.org/on). Theoretical relates to gene ontology 

classification expected from random sampling of the proteome. Observed is the 

classification of proteins enriched at least 10-folds in DHP-depleted cells 

versus control cells. Proteins selected for the analysis were identified in three 

independent experiments. 

 

A variety of endogenous metabolites, environmental and 

chemotherapeutic DNA damaging agents induce covalent DPCs 

[20]. We use the RADAR assay (rapid approach to DNA-adduct 

recovery) to test if the suppression of DHP activity yields DPCs. 

We isolated genomic DNA and quantified it using Qubit 

fluorometric quantitation to ensure that DPC analyses were 

performed using equal amounts of material. Next, we digested 

DNA with benzonase, resolved DPC by SDS-polyacrylamide 

gelelectrophoresis and detected them by silver staining. An 

increase in total DPCs was consistently detected after 

suppression of DHP using distinct siRNA and shRNA 

molecules, in U-2 OS and in HEK293T cells 

(Figure 6C and Supplementary Figure S5B). The level of DPCs 

in DHP-depleted cells was comparable to that of U-2 OS cells 

exposed to formaldehyde (Figure 6D). In addition, treatment of 

U-2 OS cells with dihydromyricetin increased by 2-folds the 
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amount of total DPCs (Figure 6E). The proteolysis of DPCs is 

coupled to DNA replication via at least two independent 

mechanisms, one mediated by the DNA-dependent 

metalloprotease Spartan (DVC1) [41,57], and one mediated by 

the proteasome (58). Given the importance of DNA replication 

in DPC repair, we analyzed if the slowing of replication 

forks per se influences the overall level of DPCs measured by 

RADAR. Low dose aphidicolin (0.1 μM) reduced the length of 

replication tracks, as expected, but did not increase the overall 

level of DPCs (Supplementary Figure S5C). Thus, the formation 

DPCs in DHP-depleted cells is unlikely a consequence of 

replication-fork slowing. The data suggest that 

dihydropyrimidines metabolites induce the formation of covalent 

bonds between proteins and DNA. 

 

A large diversity of proteins can be crosslinked to DNA. As the 

TLS polymerase η functions at blocked replication forks and 

accumulates in the chromatin fraction of DHP-depleted cells, we 

examined if DNA polymerase η was crosslinked to DNA. The 

level of covalently trapped DNA polymerase η increased in 

DHP-depleted cells (Figure 6F) and in cells exposed to 

dihydromyricetin (Figure 6G), but not in presence of low dose of 

aphidicolin (Supplementary Figure S5D), suggesting that 

dihydropyrimidines covalently trap DNA polymerase η on DNA. 

To gain a panoramic view of covalently trapped proteins in 

DHP-depleted cells, we performed RADAR assay and analyzed 

protein–DNA complexes by mass spectrometry. We used the 

MaxQuant computational platform for label free quantification 

of proteins identified by RADAR-MS. We selected proteins 

identified in three independent experiments that were enriched 

by at least 10-folds in samples prepared from DHP-depleted cells 

in comparison with control cells. Next, we used PANTHER 

Classification System (http://pantherdb.org/) to perform Gene 

Ontology analyses. We observed a strong and non-random 

enrichment in nucleic acid binding, mRNA processing and 

splicing proteins, consistent with the crosslinking of chromatin-

associated proteins (Figure 6H). 
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Figure 7: FANCM promotes cellular tolerance to dihydromyricetin. (A) U-2 

OS cells were transfected with the indicated siRNAs and exposed to increasing 

concentrations of dihydromyricetin for 2 days. Cell viability was estimated 

using Cell Titer-Glo assay. Mean viability is representative of experiments 

preformed in triplicate. Error bars represent ±S.D. Bottom panel: the efficiency 

of FANCM, FANCD2 or FANCA knockdown was assessed by western 

blotting. (B) U-2 OS cells were transfected with FANCM siRNA and cell 

viability was assessed as described in A. Mean viability representative of 

quadruplicates. Error bars represent ±S.D. (C) Model: The accumulation of 

Dihydropyrimidines in cancer cells induces DNA replication and 

transcriptional stress via the formation of DPCs. 
 

To begin to understand how cells process DNA lesions induced 

by dihydromyricetin, we used siRNAs to suppress a subset of 

DNA repair factors. Surprisingly, depletion of Spartan did not 

sensitize U-2 OS cells to dihydromyricetin, nor did the depletion 

of the nucleotide excision repair factors XPA, ERCC5/XPG, nor 

the Fanconi anemia proteins FANCA and FANCD2 

(Supplementary Figure S6A and Figure 7A). By contrast, 

depletion of the DNA translocase FANCM sensitized cells to 

dihydromyricetin (Figure 7B). We confirmed this observation 

using an anti-FANCM shRNA with a different target sequence in 
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HEK293T cells (Supplementary Figure S6B). To assess the role 

of FANCM translocase activity in cellular protection against 

dihydromyricetin-induced DNA replication stress, we measured 

the impact of dihydromyricetin on the viability of HEK293 cell 

lines that stably express an anti-FANCM siRNA and that are 

complemented either with recombinant WT FANCM or with the 

translocase dead mutant K117R FANCM [31]. Cells expressing 

the ATPase-dead mutant K117R were more sensitive to 

dihydromyricetin than cells expressing WT FANCM 

(Supplementary Figure S6C). These data suggest that the DNA 

translocase FANCM promotes cellular tolerance to 

dihydromyricetin. 
 

Discussion  
 

The activity of DHP is high in the liver and in the kidney [7], 

absent in the majority of healthy human tissues and re-expressed 

in a variety of human carcinomas [3]. In this study, we show that 

DHP activity is necessary to prevent transcriptional and DNA 

replication stress in transformed cell lines. 

 

Suppression of DHP induced the slowing of DNA replication 

forks, the accumulation of single-stranded DNA, the activation 

of ATR signaling, the accumulation of RNA:DNA hybrid 

structures and the inhibition of transcription. Multiple lines of 

evidence obtained using orthogonal experimental methods lead 

us to conclude that dihydropyrimidines are potentially cytotoxic 

metabolites: (i) depletion of DHP by RNA interference impeded 

DNA replication and transcription; (ii) DNA replication stress in 

DHP-depleted cells was reversed by suppression of DPD, the 

enzyme that produces dihydropyrimidines and by expression of a 

siRNA resistant cDNA encoding Myc-DHP; (iii) Inhibition of 

DHP activity with dihydromyricetin phenocopied the defects of 

DHP-depleted cells; (iv) Dihydropyrimidines directly altered 

DNA replication products synthesized in Xenopus egg extracts. 

 

We reproduced the DNA replication stress phenotypes in 

different cell lines with different siRNA and shRNA targeting 

sequences. We failed, however, to rescue the long-term viability 

of DHP-depleted cells using retrovirus or lentivirus to transduce 
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siRNA-resistant DHP cDNAs. Although we cannot exclude that 

the anti-DHP siRNA has other target(s) that affect cellular 

viability, we believe it is unlikely. It is noteworthy that an anti-

DHP siRNA did not alter the viability of multiple myeloma cells 

(AMOI) that do not express DHP. The complexity of nucleotide 

metabolism and the need to regulate tightly the activity and the 

level of DHP protein may compromise the rescue of cell viability 

with unregulated recombinant DHP. 

 

The observed reduction of dNTPs levels may contribute to the 

DNA replication stress phenotype of DHP-depleted cells. 

However, the pool of dNTPs increases in S phase. Thus, the 

apparent reduction of the pool of dNTPs may simply reflect the 

reduction of the proportion DHP-depleted cells in S phase. 

Furthermore, previous studies have shown that the rate of 

replication fork progression does not correlate directly with the 

global concentration of dNTPs [47,59], as the latter does not 

reflect the amount of nucleotides available to the replication 

machinery. By contrast, the length of replication tracks is 

determined directly by the accumulation of DNA lesions in the 

template DNA and by p53 activation [47]. Several lines of 

evidence suggest that it is unlikely that alterations of the pool of 

dNTPs determine the phenotypes of DHP-depleted cells. First, 

the length of replication tracks in DHP-depleted cells remain 

shorter than in control cells after saturation of the cell culture 

medium with exogenous nucleotides. Second, the pool of dNTPs 

is not limiting in Xenopus egg extracts, yet supplementation of 

Xenopus egg extracts with dihydropyrimidines interfered with 

DNA replication. Third, transcription does not depend on dNTPs 

precursors, yet, the accumulation of dihydropyrimidines also 

inhibited RNA synthesis. The accumulation of 

dihydropyrimidines induced p53 stabilization and DNA damage, 

two parameters that determine directly the length of replication 

tracks [47]. 

 

Cellular metabolites and environmental agents generate a range 

of structurally diverse protein–DNA crosslink that precipitate the 

loss of cellular functions, including transcription and DNA 

replication [20]. During DNA replication, DPCs are degraded 

either by the DNA-dependent metalloprotease Spartan/DVC1 
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[41,57] or by the proteasome [58]. Proteasomal degradation 

requires DPC ubiquitylation whereas SRTN requires nascent 

strand extension within a few nucleotides from the lesion [58]. 

Recent evidence indicates that DPC proteolysis occurs only after 

the DNA replicative helicase CMG (CDC45/MCM2-7/GINS) 

has bypassed the intact DPC adduct [60], thereby protecting the 

replication machinery against promiscuous proteolysis. 

 

The data presented here reveal that dihydropyrimidines are 

cytotoxic metabolites that induce DNA replication and 

transcriptional stress, and that the accumulation of 

dihydropyrimidines is linked with the accumulation of DPCs. 

Yet, we did not elucidate the chemical and structural identity of 

the damage (s) induced by dihydropyrimidines. Suppression of 

DHP did not yield any detectable increase in 

apurinic/apyrimidinic sites nor ribonucleotides incorporation into 

genomic DNA (data not shown). Some evidence suggests that 

dihydrouracil and its derivatives could be incorporated into 

ribonucleic acids [61,62], but it is not clear whether salvage 

pathways can convert 5,6-dihydrouracil and 5,6-dihydrothymine 

into nucleosides or deoxynucleosides. Suppression of the salvage 

pathway UPP1, however, did not attenuate the replication stress 

phenotype of cells treated with anti-DHP siRNAs or with 

dihydromyricetin. During the course of this study, we did not 

detect any direct evidence of dihydropyrimidines incorporation 

into DNA. Dihydropyrimidines are non-coding bases that have 

lost their planar structure as a consequence of the saturation of 

the C5-C6 double bound [17]. Above physiological pH, and 

more slowly at physiological pH, these saturated bases can 

further decompose into fragments of bases [63]. Some 

decomposition products could be genotoxic. Alternatively, 

metabolites alterations by chemical side reactions are widespread 

[64]. Dihydropyrimidines may react with oxidants or other 

metabolites to form potent DNA damaging agents [65]. 

 

We report that dihydromyricetin inhibits the activity of 

recombinant human DHP. Dihydromyricetin is a versatile 

flavonoid from the Chinese pharmacopeia. It scavenges reactive 

oxygen species and has a variety of biological activities [66]. 

Although dihydromyricetin is not a specific inhibitor of DHP, 
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the latter is likely a target. Indeed, U-2 OS cells exposed to 

dihydromyricetin exhibited cellular phenotypes similar to that of 

DHP-depleted cells: (i) accumulation of protein-DNA crosslinks; 

(ii) replication forks slowing; and (iii) induction of markers of 

DNA replication stress. Consistent with the later observation, 

dihydromyricetin elicits p53 stabilization in hepatocellular 

carcinoma and activates the G2/M checkpoint via ATM/ATR 

signaling [67]. 

 

Suppression of NER factors, Spartan, or the Fanconi anemia 

proteins FANCA and FANCD2 did not sensitize cells to 

dihyromyricetin. The DNA translocase FANCM, however, 

promoted cellular tolerance to dihydromyricetin. This 

observation does not contradict the fact that the Fanconi anemia 

(FA) pathway is not involved in the repair of DPCs [57,68]. The 

clinical symptoms of patients with biallelic inactivation 

of FANCM are distinct from Fanconi anemia [69–71]. FANCM 

facilitates the FA pathway and exerts many FA-independent 

functions [72]. Further studies will be required to understand 

exactly how FANCM mitigates the toxicity of dihydromyricetin. 

 

A deficiency in DHP activity yields clinical symptoms that are 

consistent with dihydropyrimidines exerting toxic effects. 

Individuals carrying bi-allelic mutations in DHP accumulate 

high levels of 5, 6-dihydrouracil and 5, 6-dihydrothymine in 

urine, blood and cerebrospinal fluids. DHP deficiency can 

remain asymptomatic, but most patients present neurological 

abnormalities including mental retardation, hypotonia and 

seizures [73–76]. DHP deficiency also manifests with growth 

retardation, dysmorphic features and gastrointestinal 

abnormalities [77–79]. 

 

In the context of carcinogenesis, the rewiring of the pyrimidine 

degradation pathway appears as a metabolic adaptation that 

supports tumor progression. Most cultured cells require 

glutamine for TCA cycle anaplerosis that yields precursors for 

several biosynthetic pathways, including nucleotides, which are 

necessary for tumor growth [2,80]. The accumulation of the 

pyrimidine degradation products dihydropyrimidines facilitate 

directly the epithelial mesenchymal transition (EMT) (4). The 
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role of dihydropyrimidines in cancer progression toward 

metastasis could be linked with the genotoxic potential of these 

metabolites. Endogenous DNA damage and DNA replication 

stress induce genomic instability and thereby accelerate the 

acquisition of growth promoting properties. Furthermore, key 

sensors and mediators of the DNA damage response regulate the 

EMT-associated transcription factor ZEB1 [81–83]. An overload 

of DNA lesions, however, will trigger cell death. The previously 

unrecognized cytotoxicity of dihydropyrimidines described here 

implies that a tight equilibrium between pyrimidine synthetic and 

pyrimidine degradation activities is required for the proliferation 

of some cancer cells. We propose that DHP fulfills the function 

of a sanitization enzyme required for epithelial cancer cells to 

mitigate the toxicity of dihydropyrimidines (Figure 7C). DHP is 

a potential target for cancer chemotherapy [3]. This study shows 

that DHP activity is a cellular target of dihydromyricetin. 

Dihydromyricetin induces cell cycle arrest and apoptosis in 

human gastric cancer cells, hepatocellular carcinoma and 

melanoma cells, without cytotoxicity to normal cells [67,84–86]. 

It inhibits the growth of prostate cancer in mice [87]. The model 

discussed here offers a conceptual framework for further 

exploring the potential therapeutic utility of targeted inhibition of 

DHP. 
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Supplementary data 
 

 
 

Figure S1: 

 

(A) DHP was probed by Western blotting in hTERT-immortalized retinal 

pigment epithelial cells (hTERT RPE-1) and in primary human dermal 

fibroblasts (HDF). Tubulin and Ponceau staining were used as loading 

control.  

(B) HCT116 cells were transfected with control or two distinct anti-DHP 

siRNAs (siDHP-1 and siDHP-2). At the indicated times, viable cells were 

identified via trypan blue exclusion and counted. Mean viability is 
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representative of three independent biological replicates. Error bars 

represent +/- S.D. Bottom panel: The efficiency of DHP knockdown was 

assessed by western blotting. 

(C) AMOI cells were transfected with control or anti-DHP siRNAs. At the 

indicated times, viable cells were identified via trypan blue exclusion and 

counted. Mean viability is representative of three independent biological 

replicates. Error bars represent +/- S.D.   

(D) HEK239T cells were transfected with shControl or shDHP-3. At the 

indicated times, viable cells were counted by trypan blue staining. Mean 

viability is representative of three independent biological replicates. Error 

bars represent +/- S.D.   

(E) Colony-forming assay of HEK293T cells after transfection with control or 

anti-DHP shRNA (shDHP-3). A representative image is shown. An 

histogram represents the quantification of colony formation. Data shown 

are averages over three independent biological replicates with two 

technical replicates for each. Error bars represent +/- S.D. p-values were 

calculated using a regression model with Poisson distribution: *** P < 

0.0001. Bottom panel: The efficiency of DHP knockdown was assessed by 

western blotting. 

(F) Histogram representing the cell cycle distribution of HEK293T cells 72 

hours after transfection with control or anti-DHP shRNA. Data shown are 

averages over three independent biological replicates. Error bars represent 

+/- S.D. p-values were calculated using a regression model with Poisson 

distribution: * P < 0.05. 
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Figure S2: 

 

(A) Upper panel: Experimental scheme. HEK293T cells transfected with 

control or anti-DHP shRNA were pulse-labeled with 20 μM BrdU for 30 

min, washed (W) and incubated for 6 hours in BrdU-free medium before 

analysis of the cell cycle distribution  by two-dimensional (BrdU/DNA) 

flow cytometry. Right panel: Histogram representing the percentage of G1 

cells that were in S phase (incorporating BrdU) 6 hours before the flow 

cytometry analysis. Data from three independent biological replicates are 

represented as mean +/- S.D. p-values were calculated using a regression 

model with Poisson distribution: ** P < 0.001. 

(B) Graphic representation of replication track lengths in control and 

HEK293T cells for DHP using a shRNA molecule with a distinct target 

sequence in DHP. The bar dissecting the data points represents the median 

of 100 tracts length from one biological replicate. Differences between 
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distributions were assessed with the Mann-Whitney rank sum test. p-

values: *** < 0.0001. 

(C) DHP knockdown HEK293T cells were subjected to subcellular 

fractionation and probed by western blotting with the indicated antibodies. 

Tubulin and histone H3 were used as loading controls for the cytoplasmic 

and chromatin fractions, respectively. One representative experiment is 

shown from two biological replicates. 

(D) DHP-depleted U-2 OS cells were subjected to subcellular fractionation 

and probed by western blotting with the indicated antibodies. Tubulin and 

histone H3 were used as loading controls for the cytoplasmic and 

chromatin fractions, respectively. One representative experiment is shown 

from two biological replicates. 

(E) Whole-cell extracts from control and DHP knockdown HEK293T cells 

(shDHP-4) were analyzed by western blotting with the indicated 

antibodies. One representative experiment is shown from two biological 

replicates.  

(F) Quantification of the percentage of RPA32 foci positive cells in a 

population of 100 cells of DHP-depleted HEK293T cells (shDHP-4). Data 

from three independent biological replicates are represented as mean +/- 

S.D. p-values were calculated using a regression model with Poisson 

distribution: *** P < 0.0001. 
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Figure S3: 

 

(A) Analysis of dNTP concentrations in control and DHP knockdown 

HEK293T cells.   Data from three independent biological replicates, with 

three technical replicates for each, are represented as mean +/- S.D. 

Cellular dNTPs were measured by HIV-RT based dNTP assay (Diamond 

TL et al, 2004). p-values were calculated using a regression model with 

Poisson distribution: * P < 0.05, ns: not significant. 

(B) Analysis of dNTP concentrations in control and DHP knockdown U-2 OS 

cells. Data from three independent biological replicates, with three 

technical replicates for each, are represented as mean +/- S.D. p-values 

were calculated using a regression model with Poisson distribution: *** P 

< 0.0001, * P < 0.05, ns: not significant. 
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(C) Control and DHP knockdown HEK293T cells were supplemented with 

nucleosides and incubated for 18 hours before DNA fiber analysis of the 

length of CldU labeled replication tracks, in μm (y axis). The bar 

dissecting the data points represents the median of 100 tracts length from 

one biological replicate. Differences between distributions were assessed 

with the Mann-Whitney rank sum test. p-values: *** < 0.0001. 

(D) Control and DHP knockdown U-2 OS cells (siDHP-1) were supplemented 

with nucleosides and incubated for 18 hours before western blot analysis 

with the indicated antibodies. Ponceau staining was used as loading 

control.  

(E) Western blot analysis with the indicated antibodies of whole cell extracts 

from U-2 OS transfected with anti-DHP and anti-UPP1 siRNAs. One 

representative experiment is shown from two biological replicates. 

 

 
Figure S4: 

  

(A) Replicate of chromatin transfer as described in Figure 4D. Replication 

products were resolved by 1 % alkaline agarose gel electrophoresis and 

revealed by autoradiography. Lanes 1-4: Mock treated extracts; Lanes 5-8: 

incubation in the first extract was performed in the presence of 7.5 mM 

DHU. Lanes 10-12 serve as positive controls: after 30 min incubation in 

the first extract, DNA synthesis was blocked with aphidicolin (100 ng/µl). 

Right panel: Histogram representing the quantification of the gel by image 

J of replication products (arbitrary unit). 
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(B) Purified His-tagged DHP was resolved by SDS/PAGE and stained with 

Coomassie (lane 2). Size marker (lane 1). * non-specific band. 

(C) Western blot analysis with the indicated antibodies of U-2 OS whole-cell 

extracts treated with dihydromyricetin for 12 hr at the indicated 

concentrations. One representative experiment is shown from three 

biological replicates. 

(D) Western blot analysis with the indicated antibodies of whole cell extracts 

from U-2 OS transfected with anti-UPP1 siRNA and treated or not with 20 

µM of dihydromyricetin for 24 hr. One representative experiment is shown 

from two biological replicates. 

 

 
Figure S5: 

 

(A) DHP knockdown HEK293T cells were subjected to subcellular 

fractionation and probed by western blotting with the indicated antibodies. 

Tubulin and histone H3 were used as loading controls for the cytoplasmic 

and chromatin fractions, respectively.  

(B) Histogram representing the quantification of DPC levels of HEK293T 

cells transfected with control or two anti-DHP shRNAs (shDHP-3 and 
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shDHP-4) normalized to total DNA. Two independent biological replicates 

are represented. p-values were calculated using a regression model with 

Poisson distribution: *** P < 0.0001. 

(C) Graphic representation of replication track lengths in U-2 OS cells treated 

or not with 0.1 µM Aphidicolin for 30 min. The bar dissecting the data 

points represents the median of 100 tracts length from one biological 

replicate. Differences between distributions were assessed with the Mann-

Whitney rank sum test. p-values: *** < 0.0001. 

(D) Total DPC levels in U-2 OS cells treated or not with 0.1 µM Aphidicolin 

for 30 min visualized by silver staining. Right panel: Histogram 

representing the quantification of DPC levels normalized to total DNA 

amount by image J. Three independent biological replicates are averaged 

in the bar graphs. Error bars represent +/- S.D. p-values were calculated 

using a regression model with Poisson distribution: ns; not significant. 

Bottom panel: Western blot analysis of crosslinked DNA polymerase 𝜂 in 

total DPC extracts from the experiment above. One representative 

experiment is shown from three biological replicates. 

 
Figure S6: 

 

(A) U-2 OS cells were transfected with the indicated siRNAs and exposed to 

increasing concentrations of dihydromyricetin for two days. Cell viability 
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was estimated using Cell Titer-Glo assay. Mean viability is representative 

of experiments preformed in triplicate. Error bars represent +/- S.E.M. 

Right panel: the efficiency of XPA, SPRTN and ERCC5/XPG knockdown 

was assessed by western blotting. 

(B) HEK293T cells were transfected with control or anti-FANCM shRNA and, 

after 36 hours, exposed to increasing doses of dihydromyricetin for 48 

hours. Cell viability was assessed by Cell Titer-Glo. Mean viability is 

representative of experiments preformed in duplicate. Error bars represent 

+/- S.E.M. 

(C) HEK293 FANCM WT and FANCM K117R cells were exposed to 

increasing doses of dihydromyricetin for 48 hours. Cell viability assessed 

by Cell Titer-Glo. Mean viability is representative of experiments 

preformed in triplicate. Error bars represent +/- S.D. 
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Abstract  
 

HTLV-1 is the first discovered human oncogenic retrovirus 

leading to an aggressive malignancy known as Adult T cell 

Leukemia/Lymphoma (ATL) or to a neuroinflammatory disease 

defined as HTLV-1 associated myelopathy/tropic spastic 
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paraparesis (HAM/TSP). ATL development occurs in 2–5% of 

infected individuals 30–50 years after initial exposure. HTLV-1 

mainly targets CD4+ T cells resulting in the dysregulation of the 

host immune response. HTLV-1 oncogenesis is generally 

accompanied by genomic instability, clonal proliferation of the 

infected cells, and immune evasion.   Among the various 

proteins encoded by HTLV-1, Tax and HBZ play a crucial role 

in initiation of cellular transformation and maintenance of cell 

proliferation, respectively, and as such they are operatively 

considered as viral oncogenes. Nevertheless, the complete 

picture underlying cellular transformation and persistence of the 

leukemic state after infection remain mostly unexplained. This 

review highlights the interactions between HTLV-1 viral 

oncogenes and the host immune system, which may help to 

better understand HTLV-1 mediated leukemogenesis. 

 

Background  
 

Human T-cell leukemia virus (HTLV-1) is the first oncogenic 

retrovirus identified in humans [1]. It is estimated that HTLV-1 

infects at least 10-15 million people worldwide. Large endemic 

areas are mainly identified in Southern Japan, the Caribbean, 

Central and South America, the Middle East, Melanesia, and 

equatorial regions of Africa [2]. Most HTLV-1 infected 

individuals remain asymptomatic carriers (AC) for lifelong. 

About 3–5% of them develop, after many years of clinical 

latency, a severe malignancy of CD4+ T cells, known as Adult 

T-cell Leukemia/lymphoma (ATL) or a severe neuropathological 

inflammatory syndrome defined as HTLV-1-associated 

myelopathy/tropical spastic paraparesis (HAM/TSP) [3].  

 

HTLV-1 belongs to the family of deltaretroviruses that, similarly 

to other retroviruses, harbors gag, pol, pro, and env genes 

flanked by long terminal repeats (LTR). The gag gene provides 

the main constituent of the viral capsid. The pol and pro region 

encode the reverse transcriptase, protease, and integrase. The env 

gene codes for a glycoprotein that mediates viral entry. In 

addition, HTLV-1 genome contains between env and the 3′-LTR 

a region designated pX region that encodes for Tax, Rex, and 

additional accessory proteins p12, p13, p21, and p30. Tax is a 
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viral transactivator that activates transcription from the LTR. 

Rex mediates nuclear export of viral RNA. At variance to other 

retroviruses, HTLV-1 encodes an antisense open reading frame 

encoding the helix-basic loop zipper protein HBZ. Tax and HBZ 

are two major viral regulatory proteins that cooperate to mediate 

HTLV-1 leukemogenesis [4]. 

 

HTLV-1 transmission mainly occurs through three routes: from 

mother to child by breastfeeding; during sexual intercourse and 

after exposure to contaminated blood products [5].  HTLV-1 is 

mainly transmitted by cell-to-cell contact, as cell-free HTLV-1 

viral particles are not efficient for infection. Three cellular 

factors were identified to favor the viral entry, namely glucose 

transporter (GLUT1), heparan sulfate proteoglycan (HSPG), and 

neuropilin-1. These molecules are crucial for the interaction 

between the HTLV-1 envelope and the cell membrane. It has 

been suggested that the virus may first contact HSPG and then 

form complexes with neuropilin-1, followed by GLUT1 

association on the cell surface prior to membrane fusion and 

entry into the cell [6]. After penetration into target cells, reverse 

transcription of HTLV-1 genomic RNA into DNA occurs 

followed by its integration at random sites within the host 

genome. Interestingly, however, in leukemic cells integrated 

proviral DNA is preferentially found near the transcriptional start 

sites of host genes, a feature indicating positive selection of cells 

during leukemogenesis [7].   

 

ATL is a heterogeneous disease with four clinical subtypes: 

acute, lymphoma, chronic, and smoldering. Acute and 

lymphoma subtypes are known as aggressive ATL with large 

tumor burden, blood and lymph node involvement, and 

hypercalcemia. Chronic and smoldering subtypes are indolent 

ATL characterized by rash and minimal blood involvement. The 

leukemic cells are characterized often by unusual morphology 

with ovulated nuclei that confer to the cell a characteristic 

“flower-like” aspect. Despite the progress achieved in the 

clinical treatment of the disease, prognosis remains poor with an 

average survival rate of only a few months [8].  
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HTLV-1 Oncoproteins Tax-1 and HBZ  
 

The basic molecular mechanism behind HTLV-1 infection 

progressing towards ATL is not yet fully understood although 

various studies point to the involvement of Tax-1 and HBZ.  

 

Tax-1 is a 40-kDa transactivator protein serving as the master 

regulator of HTLV-1 proviral expression from the LTR. 

Activation of viral gene expression depends on Tax-1 interaction 

with CREB. Tax-1 also recruits co-transcriptional activators 

including p300/CREB- binding protein (CBP) and CREB-

regulating transcriptional coactivators (CRTCs) to the core 

TATAA promoter of HTLV-1 in order to favor its optimal 

activity [9]. Tax-1 attracts other regulatory enzymes to modulate 

the process of the viral transcription. p21-activated kinases 

increase Tax-mediated LTR-dependent transcription [10]. On the 

other hand, LKB1 and salt-inducible kinases, protein 

deacetylases SIRT1, as well as T cell- specific transcription 

factors TCF1 and LEF1 are recruited to exert negative regulation 

of proviral transcription [4].  

 

Tax-1 activates constitutively the nuclear factor kappa B (NF-

κB) pathway [11]. The oncogenic capacity of Tax-1 is highly 

correlated to its capability to modulate this particular signaling 

pathway. In addition, the alteration of NF-κB signaling pathway 

could also be associated with the inflammatory state observed in 

HAM/TSP [12]. Interestingly, at protein level, we have 

demonstrated that Tax-1 is found in 100% of HTLV-1 AC, and 

in 75% of HAM/TSP cases but rarely in ATL cases.[13] It is of 

note that Tax expression alone is capable to transform murine 

fibroblasts, immortalize T lymphocytes, and induce tumor 

formation in nude mice and transgenic mice. Tax-1 contribution 

to transformation necessitates the activation of both CREB and 

NF-κB signaling pathways along with the assistance of Tax-1 

activated host cellular genes [4]. It is also of note that Tax-1 

induces significant mitogenic activity at the G1–S-phase 

transition, by stimulating the upregulation of G1 D cyclins, 

activation of cyclin-dependent kinases (CDKs), and 

downregulation of CDK inhibitors (CKIs) [14]. Moreover, Tax-1 

can induce direct DNA damage through elevated reactive oxygen 



Immunology and Cancer Biology 

5                                                                                www.videleaf.com 

species. Tax-1 inactivates p53, CHK1 and CHK2 kinases, and 

perturbs DNA repair by suppression of base excision repair 

(BER), and nucleotide excision repair (NER), leading to the 

accumulation of DNA damage [15]. Tax-1 is highly 

immunogenic and a major target for cytotoxic T cell effectors 

(see below), this may partially explains the fact that loss of Tax-

1 expression is frequently observed in ATL cells [16]. Genetic 

and epigenetic modifications in the proviral genome are also 

responsible of Tax-1 silencing [17]. Taken together, these 

observations support the role of Tax-1 in the oncogenic process 

leading to ATL particularly in the triggering and much less in the 

persistence of the oncogenic phenotype.  

 

Besides Tax-1, HBZ has become a crucial hotspot in HTLV-1 

research. HTLV-1 infected individuals and ATL patients express 

constantly HBZ both at RNA [18] and protein levels [19]. 

Experimental animal models have shown that HBZ-transgenic 

animals develop chronic inflammatory diseases and, importantly, 

various forms of lymphomas [20], thus suggesting that HBZ is 

important not only for cellular transformation but also for the 

maintenance of neoplastic state. HBZ is encoded by the negative 

strand of the HTLV-1 genome [21]. Three major HBZ 

transcriptional isoforms have been identified: the unspliced 

(usHBZ) form and two alternative spliced forms (SP1 and SP2). 

SP1 is more frequent than SP2 [22]. The unspliced and SP1 

spliced HBZ transcripts are translated into polypeptides of 209 

and 206 amino acids, respectively, and they have almost 

identical sequences except for a stretch of seven amino acids at 

the N-terminus of the protein (MAAS for SP1 HBZ and 

MVNFVSA for usHBZ). Both proteins are characterized by their 

N-terminal activation domain, a central domain and a C-terminal 

basic ZIP domain. HBZ was reported to interact with 

CREB/CREB-2 through its bZIP domain, and this association 

was indispensable to abolish Tax-mediated HTLV-1 viral 

transcription [21]. Various findings have proven that HBZ exerts 

opposite effects with respect to Tax-1 on signaling pathways. 

HBZ interaction with p300/CBP impairs their binding to Tax-1 

leading to the suppression of Tax-1 mediated HTLV-1 

transactivation [23]. HBZ inhibits classical NF-κB pathway, 

which is activated by Tax-1, by preventing the recruitment of 
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p65-RelA to its consensus DNA sequence and inducing its 

degradation [24]. HBZ protein has poor immunogenicity due to 

the poor presentation of HBZ epitopes on MHC-I [25]. The low 

immunogenicity of HBZ favors the viral immune escape, thus 

promoting the spreading of infection and the persistence of viral 

latency. Moreover, HBZ establishes viral latency by preventing 

Rex-mediated export of nuclear RNA transcripts thus, abolishing 

the viral particles production [26]. HBZ promotes ATL cell 

proliferation by inhibiting apoptosis. It impairs the binding of 

AFT3 to p53, thus affecting the activation of p53-mediated 

apoptosis signaling [27]. It inhibits the transcriptional activation 

of pro-apoptotic genes as Bim and Fas Ligand, by interfering 

with FoxO3 [28]. HBZ binds to NFAT and suppresses the 

production of Th1 cytokines, thus impairing anti-viral immune 

responses [29]. Collectively, these findings highlight the 

importance of HBZ in promoting cellular proliferation and the 

persistence of the viral infection.  

 

Subcellular Localization of Tax-1 and HBZ 

during HTLV-1 Pathogenesis  
 

While Tax-1 can be found both in the cytoplasm and nucleus in 

AC, HAM/TSP and, when expressed, in ATL leukemic patients, 

the subcellular distribution of HBZ appears quite distinct.  

Historically, most of HBZ biochemical and functional studies 

were performed in artificial overexpressing transfected cells that 

hardly mimic the physiological state of HBZ within HTLV-1 

infected individuals. More recently, the isolation of the anti-HBZ 

monoclonal antibody, 4D4-F3, in our laboratory, provided us 

with the possibility to assess the endogenous HBZ expression, 

localization and interaction in vivo in HTLV-1 infected 

individuals, HAM/TSP and ATL patients. We have 

demonstrated that endogenous HBZ is 20- to 50- fold lower in 

ATL patients as compared to HBZ transfected cells. Extensive 

confocal microscopy studies have been performed to verify some 

reported HBZ interactions. Indeed, endogenous HBZ interacts 

and co-localizes with p300 and JunD. Partial colocalization was 

observed also for CBP and CREB2. Regarding the level of HBZ 

expression, it was observed that almost 100% of ATL cells 

express HBZ protein, around 0.4 to 11% of peripheral 
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mononuclear cells (PBMC) of HAM/TSP patients, and rare 

PBMC of asymptomatic HTLV-1 carriers [19]. 

 

 
 

Figure 1: Hypothetical model of disease progression in HTLV-1 infected 

people based on the expression and localization of Tax-1 and HBZ proteins at 

the single cell level. Upon infection of T cells by HTLV-1, asymptomatic 

carriers are characterized by the exclusive cytoplasmic expression and 

localization of HBZ protein, at variance with Tax-1 that can be found both in 

the cytoplasm and nucleus. This feature is conserved during the progression to 

chronic neurologic inflammatory syndrome (HAM/TSP). Leukemogenesis, on 

the other hand, is marked by the progressive translocation of HBZ from the 

cytoplasm to the nucleus. It is likely that HBZ cytoplasmic localization in ATL 

is mediated by the same retention mechanism present in asymptomatic carriers 

and HAM/TSP that is gradually lost during neoplastic transformation allowing 

HBZ protein to dislocate into the nucleus.  

 

Previous studies had suggested a specific nuclear localization of 

HBZ. Unexpectedly, instead, our findings have demonstrated an 

exclusive cytoplasmic localization of naturally expressed 

endogenous HBZ in the PBMCs of asymptomatic carriers (ACs) 

and HAM/TSP patients [30], which was not modified by 

HAM/TSP

Asymptomatic Carriers

ATLL

CD4+ CD8+ HBZ Tax Cytoplasmic 

molecules

Mutated cytoplasmic 

molecules
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treatment of the cells with Leptomycin B, a compound that 

blocks the CRM1-dependent nuclear protein export, indicating 

that the viral protein does not shuttle between the nucleus and 

the cytoplasm. The majority of cytoplasmic HBZ-expressing 

cells were exclusively found in CD4+ T cells and very rarely in 

CD8+ T cells. Interestingly, the HBZ-positive CD4+ cells did 

not express the CD25 T cell activation marker [13]. This 

suggests that the infected cells do not belong to the category of 

regulatory T cells and are not under rapid proliferative state. Of 

relevance, very recent studies of our group showed that in 

leukemic cells of ATL patients, HBZ localizes both in the 

cytoplasm and in the nucleus irrespective of patient’s clinical 

status, with a strong preference for the cytoplasmic localization. 

(Figure 1) It is likely that there is a retention mechanism of 

HBZ within the cytoplasm which is gradually lost during 

neoplastic transformation. Taken together, these studies 

strongly suggests a cytoplasmic-to-nuclear unidirectional 

translocation in HTLV-1-mediated oncogenesis [31]. 

 

Preferential Clonal Expansion of HTLV-1 infected 

CD4+ T Cells and the Immune response against the 

Virus  
 

HTLV-1 can infect various cell types in vitro such as dendritic 

cells, macrophages, B cells and T cells [32]; however, the 

preferential targets of HTLV-1 infection in vivo are the CD4+ T 

cells [33]. It is believed that the clonal proliferation induced by 

the virus is crucial for establishing the biological conditions for 

the transformation of infected CD4+ T cells in some HTLV-1 

carriers.  Once they are infected, CD4+ T cells become the target 

of the cellular immune response against the virus which is highly 

dominated by the CD8+ T cells with cytolytic function (CTL). 

 

As previously mentioned, a major target of CTL response is Tax-

1. Indeed, Tax-1-derived peptides are presented by HLA-class I 

molecules expressed on infected cells with high frequency and 

certain HLA class I alleles have been found to be associated to 

stronger response against the virus. For example, the HLA-

A*02 allele is associated with both a reduction in the provirus 

load of HTLV-1 as well as with protection against HAM/TSP 
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[34]. However, in ATL patients, anti-Tax-1 CTL response 

appears relatively weak, mostly as result of the selection of 

HTLV-1 infected clones with silenced Tax-1 expression, as 

outlined previously. In addition, a significant proportion of 

CD8+ T lymphocytes are found to be HTLV-1 infected in vivo. 

The susceptibility of CTLs to HTLV-1 infection might be 

explained by the cell contact between CTLs and HTLV-1 

infected APCs resulting in the spread of HTLV-1 in vivo. CTL 

response can be also down modulated by Foxp3+ Treg cells. 

Tregs suppress the functions of APCs and CTLs through direct 

cell contact via CTLA-4. Also, Tregs secret inhibitory cytokines 

IL-10 and TGF-β that maintain an immunosuppressive 

microenvironment. The rate of CTL-mediated lysis of 

autologous HTLV-1 infected cells is negatively correlated to the 

frequency of Treg cells ex vivo [35].  

 

Interestingly, upon the transplantation of allogeneic bone 

marrow (HSCT), an improvement in ATL outcome has been 

noticed but only in those who were in remission. Donor-derived 

T-cells endowed the recipients with de novo immune response 

mediated by Tax-1-specific CTL. This observation led to the 

designation of the first anti-ATL therapeutic vaccine to activate 

CD8+ Tax-specific CTLs by using Tax peptides as antigen and 

autologous DCs as adjuvant [36]. The three ATL patients that 

have undergone the vaccination showed clear proliferative 

responses of Tax-specific CTLs without severe adverse effects. 

These favorable clinical outcomes of the Tax-DC vaccine 

indicate the significance of Tax-specific CTLs in maintenance of 

remission in those ATL cases in which Tax-1 is still expressed 

that, as outlined above, are unfortunately 50-60%.  

 

Immune Suppression Mechanism in ATL Patients  
 

In general, ATL patients are under immunosuppressive 

conditions [37]. The dominant production of IL-10 and TGF-β in 

ATL patients may contribute to this state. Both Tax and HBZ 

induce IL-10 production [38,39] which in turn, decreases the 

antigen presenting capacity of dendritic cells predisposing to 

viral persistence in these patients. In the complex picture of 

immune suppression generated by HTLV-1 infection the peculiar 
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epidemiology and pathophysiology of infection should also be 

taken into account. 

 

Based on epidemiological studies, one of the risk factors of ATL 

development is the vertical route of transmission that is 

accompanied with impaired HTLV-1 specific CTL responses 

due to immune tolerance. Breastfeeding from an HTLV-1-

infected mother may potentially induce newborn tolerance where 

IL-10 producing regulatory T cells (T regs) may play a role, 

possibly contributing to immune suppression [15]. In addition, 

induction of immune checkpoint molecules may lead to the virus 

specific immune suppression. Programmed cell death protein 1 

(PD1) expression on Tax-1-specific CTL is elevated in  both 

HTLV-1 carriers and ATL patients [40] and this may influence 

the activity of HTLV-1-specific CTL in a negative fashion In 

fact, blockade of the PD1/PD-Ligand 1 (PD-L1) has been found 

to improve the Tax-1-specific CTL function [41]. Hence, 

reestablishment of the host CTL function would be a possible 

way to complement strategies of therapeutic intervention in 

ATL. 

 

In infected CD4+ T cells, the HTLV-1 auxiliary protein p12 

interacts with the MHC-I heavy chain, preventing its maturation 

and resulting in proteasomal degradation, leading to 

downregulation of MHC-I on the surface and this may contribute 

to immune escape from CTL recognition. On the other hand, 

MHC-I cell surface molecules act as NK cell inhibitory ligands 

and protect the cell from NK killing. Thus, if MHC-I is absent, 

the cell becomes a target for NK cell activity, in this case p12-

mediated downregulation of MHC-I alone would be detrimental 

to the survival of an HTLV-1 infected cell. However, p12 

expression also leads to reduced surface expression of 

intercellular adhesion molecules ICAM-1 and ICAM-2, as well 

as ligands for the NK cell activating receptors NCR and 

NKG2D, and thus limits the adhesion of NK cells to infected 

cells resulting in diminished ability of NK cells to kill HTLV-1-

infected cells [42]. 
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CIITA as an HTLV-1 Restriction Factor  
 

Besides adaptive immunity that act as a major pathogen-specific 

way of defense, intrinsic immunity is considered as an additional 

mechanism of host protection against pathogens. Intrinsic 

immunity depends on intracellular molecules known as 

restriction factors (RFs). They are either constitutively expressed 

or induced by innate immunity mediators. Their main function is 

the inhibition of viral infection by counteracting various phases 

of viral life cycle, from capsid uncoating, viral genome 

integration, replication, virus particle formation to viral budding 

[43]. 

 
Figure 2: Possible strategies by which CIITA mediates inhibition of Tax-1-

mediated LTR transactivation.                I- In the absence of CIITA, Tax-1 

induces the formation of a multiprotein complex containing CREB, CBP and 

PCAF on the viral LTR promoter, activating HTLV-1 proviral genome 

transcription. II- In the presence of CIITA, Tax-1 is bound by the MHC class II 

transactivator, preventing the physical formation and assembling of the 

multiprotein complex on the viral promoter, resulting in inhibition of LTR 

transcription. III- CIITA competitively bind to PCAF, rendering the binding of 

Tax-1 to PCAF insufficient to promote the transcription of HTLV-1 provirus. 

 

A recently described potent anti-HTLV-1 RF is the MHC class II 

transcriptional activator, designated as CIITA, originally 

discovered in our laboratory as the major coordinator of 

expression of all MHC II genes [44]. In this original role, CIITA 

is crucial for triggering the adaptive immune responses against 
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various pathogenic antigens presented by MHC-II molecules. 

Beside its leading role in the adaptive immune response, the first 

evidence that CIITA may act as an RF in the context of HTLV-1 

infection has arisen when we have demonstrated that CIITA acts 

as a potent transcriptional repressor for HTLV-1.  HTLV-1 

replicated in the CIITA-negative U937 cells but not in the 

CIITA-positive isogenic cells, [45] suggesting that physiological 

levels of CIITA efficiently inhibited HTLV-1 replication. 

Ectopic expression of CIITA in CIITA-negative U937 clones led 

to HTLV-1 replication inhibition. Regarding the basic molecular 

mechanism behind CIITA-mediated HTLV-1 restriction, we 

have demonstrated that CIITA targets Tax-1 in a rather complex 

mode. First, CIITA inhibits the physical and functional 

interaction between the viral transactivator and crucial cellular 

factors, such as PCAF, needed to promote Tax-1-mediated 

HTLV-1 LTR transactivation either by a direct binding to Tax-1 

itself or by competitive binding to PCAF. (Figure 2). Of 

particular interest is the action of CIITA on the Tax-1-mediated 

activation of the NF-kB pathway. It is widely accepted this Tax-

1 mediated function is of primary importance for HTLV-1 

mediated oncogenic transformation. We have demonstrated that 

the CIITA-Tax-1 interaction blocks the activation of NF-kB both 

at cytoplasmic and at nuclear level [46]. Within this frame, the 

inhibitory effects exerted by CIITA may counteract the initial 

phases of Tax-1-mediated HTLV-1 oncogenic transformation.  

 

Conclusion  
 

ATL prevention and treatment have witnessed a noteworthy 

improvement in recent years. De novo HTLV-1 infection has 

been diminished after the identification of the mother-to-child 

vertical route of transmission via breastfeeding. Moreover, the 

prognosis of ATL has enhanced significantly upon allogeneic 

bone marrow transplantation. Hence, the stimulation of immune 

response against HTLV-1 might be a possible strategy to combat 

HTLV-1 associated diseases. Thus, deciphering the function of 

the host immune response in the context of HTLV-1 infection 

would further our knowledge and consequently improve immune 

strategies of intervention. Identification of biomarkers would be 

beneficial to predict the disease progression. Within this frame 
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the recently described distinct subcellular distribution of HBZ 

during the various phases of infection and progression toward 

ATL may certainly be of help not only as a specific marker but 

also as a possible causative event favoring oncogenic 

transformation. Development of preventive and therapeutic 

vaccines and screening of new drugs would also improve ATL 

therapy.  
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Abstract  
 

Numerous B-cell lymphomas feature translocations linking 

oncogenes with the immunoglobulin heavy chain (IgH) locus. 

Epigenetic drugs such as histone deacetylase inhibitors (HDACi) 

have been approved to treat certain T-cell and B-cell 

lymphomas. Transcription, accessibility and remodelling of the 

IgH locus are under the control of the potent cis-acting 3’ 

regulatory region (3’RR) suggesting that its targeting would be 

of therapeutic interest to reduce oncogenicity in vivo. We thus 

investigated HDAC recruitment and HDACi effects on 3’RR 

activation in normal mature mouse B-cells and whether or not 

results paralleled those obtained with mature mouse B-cell 

lymphomas. HDAC1 was recruited to the hs1,2 enhancer 

element in the centre of the 3’RR palindromic structure during 

mouse B-cell activation. The HDACi SAHA 

(suberanilohydroxamic acid) reduced B-cell growth and affected 

B-cell class switch recombination (CSR) in an isotype-dependent 
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manner (decreased IgG3 and increased IgG1) without any 

obvious effect on complete IgH locus transcription (including 

3’RR eRNA production). Results were markedly different in 

mature mouse B-cell lymphomas with no HDAC1 recruitment to 

the 3’RR but recruitment of the CBP histone acetyl transferase 

(HAT) to hs3a and hs3b elements bordering the 3’RR 

palindromic structure. No corresponding effect of SAHA on in 

vitro growth of freshly isolated B-cell lymphomas was found. In 

conclusion, differences in HDAC recruitment and HDACi 

effects exist between normal mature B-cells and mature B-cell 

lymphomas. The precise mechanism underlining beneficial use 

of HDACi to treat several B-cell lymphoid malignancies remains 

to be elucidated but is clearly not mediated by direct action on 

IgH 3’RR enhancers. 

 

Introduction  
 

After encountering antigen, B-cells undergo class switch 

recombination (CSR) that substitutes the constant (C) gene with 

C, C or C, thereby generating IgG, IgE and IgA antibodies 

with new effector functions but the same antigenic specificity 

[1]. CSR is controlled in cis by the immunoglobulin heavy chain 

(IgH) 3’regulatory region (3’RR) that is essential to target the 

DNA-editing enzyme activation-induced deaminase (AID) onto 

DNA switch (S) acceptor regions [2,3]. The 3’RR is a complex 

element with four transcriptional enhancers (namely hs3a, hs1,2, 

hs3b and hs4) encompassed in a unique and functional 3D 

palindromic architecture [4,5]. The 3’RR has transcriptional 

activator activity from immature to mature B-cell stages [6,7] 

and is the conductor for Ig production [8]. Histone deacetylase 

inhibitors (HDACi) are a class of compounds reported to 

modulate gene expression by remodelling chromatin 

accessibility. HDACi are reported to affect in vivo and in vitro 

B-cell responses [9,10]. HDACi are approved for treating certain 

T-cell and B-cell lymphomas [11,12]. Deciphering the molecular 

events or mechanisms that underlie the B-cell HDACi-induced 

effect is of interest not only for basic B-cell immune responses 

but also for a better understanding of the rationale for the use of 

HDACi in B-cell lymphoma treatment. HDAC1 has been 

previously reported to bind to the IgH 3’RR during B-cell 
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activation suggesting a direct role for HDAC recruitment on 

3’RR regulatory functions [9]. The aim of this study was to 

determine if the effect of the HDACi SAHA on B-cell responses 

is mediated by a direct effect on the IgH locus through a 

repressive effect on 3’RR enhancer activation or to a more 

pleiotropic effect on all cell proliferation/activation/survival 

pathways. 

 

Material and Methods  
 

Mice - 129 wt mice and IRIS mice [4] were used. Mice were 

housed and procedures were conducted in agreement with 

European Directive 2010/63/EU on animals used for scientific 

purposes applied in France as the « Décret n°2012-118 du 1
er 

février 2013 relatif à la protection des animaux utilisés à des fins 

scientifiques ». Accordingly, the present project 

(APAFiS≠13855) was authorized by the « Ministère de 

l'Education Nationale, de l'Enseignement Supérieur et de la 

Recherche ». 

 

Spleen Cell Cultures for Growth, CSR and Ig 

Determinations - Single-cell suspensions of CD43
-
 spleen cells 

of wt mice (8-12 week old, males and females) were cultured 3 

days at 1x10
6
 cells/ml in RPMI 1640 with 10% foetal calf serum 

(FCS), 5g/ml LPS with or without 20ng/ml IL4 (PeproTech, 

Rocky Hill, NJ) in the presence or not of various concentrations 

of SAHA. At day 3, cell proliferation (six replicates) was 

evaluated using the MTS assay. At day 4, CSR was evaluated by 

incubating cultured spleen B-cells with anti-B220-SpectralRed 

(PC5)-labelled antibodies (Biolegend, ref: 103212), anti-IgG1- 

(ref: 107020) and anti-IgG3- (ref: 110002) fluorescein-

isothiocyanate (FITC)-labelled antibodies (Southern 

Biotechnologies) and analyzed on a Fortessa LSR2 (Beckton-

Dickinson). At day 3, 1x10
6
 cells were cultured for 24 hours in 

growth medium without LPS/cytokine/SAHA. Supernatants 

were recovered and stored at -20°C until used for Ig 

quantification (ELISA assays specific for IgG1 and IgG3) [3,13]. 

In a separate set of experiments spleen B-cells were directly 

labelled with anti-B220-, anti-CD19-, anti-IgM-, anti-IgD- and 

anti-CD138- antibodies to assess the percentage of transitional 
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B-cells (B220
+
CD19

+
IgM

+
IgD

-
), mature B-cells 

(B220
+
CD19

+
IgM

+
IgD

+
) and plasma B-cells 

(B220
+
CD19

+
CD138

+
) in our experimental conditions. 

 

ChIP Experiments - Single-cell suspensions of CD43
-
 spleen 

cells from wt mice and IRIS mice were cultured 2 days at 1x10
6
 

cells/ml in RPMI 1640 with 10% FCS and 5g/ml LPS. ChIP 

experiments were done as previously described [3] with HDAC1 

(ab7028, Abcam), HDAC2 (ab7030), HDAC3 (ab7029), CBP 

(ab2832) and PCAF (ab12188) specific antibodies. PCR primers 

for quantitative PCR were the following: hs4-Fw-ChIP 5'-

CCATGGGACTGAAACTCAGGGAACCAGAAC-3'; hs4-Rev-

ChIP 5'-CTCTGTGACTCGTCCTTAGC-3'; hs3b-Fw-ChIP 5'-

TGGTTTGGGCCACCTGTGCTGAG-3’; hs3b-Rev-ChIP 5'-

GGGTAGGGCAGGGATGTTCA CAT-3'; hs3a-Fw-ChIP 5'-

GGGTAGGGCAGGGATGCTCACAT-3'; hs3a-Rev-ChIP 5'-

GCTCTGGTTTGGGGCACCTGTGC-3'; hs1,2-Fw-ChIP 5'-

AGCATACACTGGGACTGG-3'; hs1,2-Fw-ChIP 5'-

CTCTCACTTCCCTGGGGTGTT-3'. 

 

RNAseq Experiments - CD43
-
 splenocytes were obtained from 

wt mice after 48h of in vitro stimulation (1x10
6
 cells/ml in RPMI 

1640 with 10% FCS) with 5g/ml LPS ± 200 ng/ml SAHA. 

RNA was extracted using miRNeasy kit from QIAGEN, 

according to the manufacturer’s instructions. Two pooled RNAs 

(each with three samples) were obtained for each stimulatory 

condition. RNA libraries were obtained using TruSeq Stranded 

Total RNA with Ribo-Zero Gold (Illumina), according to the 

manufacturer’s instructions. Libraries were sequenced on a 

NextSeq500 sequencer, using NextSeq 500/550 High Output Kit 

(Illumina) (Nice Sophia-Antipolis Functional Genomics 

Platform, France). Illumina NextSeq500 paired-end 2x150nt 

reads were mapped with STAR release v2.4.0a versus mm10 

with gene model from Ensembl release 77 with default 

parameters. RNAseq data were deposited with the accession 

number GSE169690 

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE1696

90) and GSE169691 

(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE1696

91). 
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Mature B-Cell Lymphomas - Freshly isolated B220
+
IgM

+
IgD

+
 

mature B-cell lymphomas were obtained from iMycC, 

iMycEand iMycCmice [14-18]. ChIP experiments and 

proliferation studies were performed as for mature wt B-cells. 

 

Results  

HDAC1 is Recruited to the 3’RR hs1,2 Enhancer - A 

schematic representation of the IgH locus (not to scale) is shown 

in Figure 1A. The IgH 3’RR palindromic structure (to scale) 

with its four enhancer elements (hs3a, hs1,2, hs3b and hs4) and 

the IRIS sequences are represented. In this study we investigated 

CD43
-
 mature spleen B-cells (i.e., depleted CD43

+
 T-cells and 

monocytes). About 90% of spleen B-cells had a mature 

B220
+
CD19

+
IgM

+
IgD

+ 
phenotype. The remaining cells consisted 

of transitional B-cells (IgM
+
IgD

-
). Less than 1% expressed the 

CD138 plasmocyte antigen (Figure 1B). Confirming a previous 

study [9], ChIP assays indicated that HDAC1 binds to the 3’RR 

hs1,2 enhancer in LPS-stimulated mature B-cell splenocytes 

(Figure 2A). No significant HDAC1 binding was found for the 3 

other 3’RR enhancers (i.e., hs3a, hs3b and hs4). No hs1,2 

HDAC1 binding was found in resting B-cell splenocytes (data 

not shown). In similar LPS-stimulated conditions no significant 

HDAC2 and HDAC3 binding to hs1,2 was found (Figure 2A). 

Deconstructing the palindromic 3’RR structure by deleting the 

5’IRIS [4] precluded hs1,2 HDAC1 binding in mature B-cell 

(Figure 2B).  

 

SAHA Effect on In Vitro Mature B-Cell Proliferation, CSR 

and Ig Synthesis - SAHA selectively inhibits HDAC I (such as 

HDAC1) and II classes. We thus investigated the role of SAHA 

on mature B-cell growth, CSR and Ig synthesis. As shown in 

Figure 3A, MTS assay indicated that SAHA decreased B-cell 

growth in a dose-dependent manner in two experimental 

conditions (LPS ± IL4). Flow cytometry analysis indicated that 

SAHA decreased IgG3 CSR (LPS stimulation) and increased 

IgG1 CSR (LPS+IL4 stimulation) (Figure 3B). ELISA 

experiments indicated that SAHA effects on IgG3 and IgG1 CSR 

paralleled those on IgG3 and IgG1 secretion (Figure 3C) 
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suggesting that levels of Ig productions depend on the number of 

switched cells. 

 
 
Figure 1: IgH locus and mature spleen B-cells. A: IgH locus (not to scale). The 

locations of variability (V), diversity (D), junction (J) and constant segments 

are indicated as well as 5’E and 3’RR enhancers. The palindromic structure of 

the IgH 3’RR (to scale) with its four enhancer elements (hs3a, hs1,2, hs3b and 

hs4) and the IRIS sequences are represented. 

B: Surface phenotype of CD43- spleen B-cells. % of IgM+IgD+ and IgM+IgD- 

cells were determined after gating on B220+CD19+ cells. The following 

labelled antibodies were used: B220-bv510, CD19-PE, IgM-FITC, IgD-bv421 

and CD138-APC. Results are representative of 4 mice. Results are reported as 

mean ± SEM of 4 experiments. 
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Figure 2: HDAC and 3’RR enhancers. A: HDAC1, HDAC2 and HDAC3 

fixation on enhancer elements of the 3’RR. ChIP experiments were performed 

on 2-day LPS-stimulated spleen B-cells. Mean ± SEM of 5 experiments 

(significance with the student-t-test for paired data). The mock IP during ChIP 

is the control IP to avoid nonspecific antigen-antibody reactions. Another 

antibody (anti mouse rabbit IgG) which does not specifically bind HDAC was 

used. Quantitative PCR experiments were compared between samples treated 

with HDAC antibodies (white bars) and unspecific antibodies (mock, black 

bars). B: The 3’RR in IRIS mice (to scale). HDAC1 fixation on the hs1,2 

enhancer was studied on 2-day LPS-stimulated spleen IRIS B-cells. Mean ± 

SEM of 6 experiments (significance with the student-t-test for paired data). 

 

 



Immunology and Cancer Biology 

9                                                                                www.videleaf.com 

 
 
Figure 3: Influence of SAHA on in vitro mature B-cell growth, CSR and Ig 

secretion. A: Influence of SAHA on in vitro mature B-cell growth. Proliferation 

(six replicates) was evaluated by the MTS assay after 3 days stimulation with 

LPS (5 g/ml) ± IL-4 (20 ng/ml) in the presence of various SAHA 

concentrations. Results (mean ± SEM of 4 independent experiments) are 

reported as % of variations as compared to stimulated cells without SAHA. 

Mann-Whitney U-test for significance. B: Influence of SAHA on in vitro 

mature B-cell CSR. Spleen B-cells were stimulated as in A. IgG3 CSR (LPS 

stimulation) and IgG1 CSR (LPS+IL4 stimulation) were evaluated by flow 

cytometry. Cells gated on B220+ and/or CD138+ cells were labelled with anti-

IgM, anti-IgG3 and anti-IgG1 antibodies. A typical flow cytometry phenotyping 

was reported for each stimulatory condition. Results are reported as mean ± 

SEM of 4 and 5 independent experiments for IgG3 and IgG1, respectively. 

Mann-Whitney U-test for significance. C: Influence of SAHA on in vitro Ig 

secretion. Spleen B-cells were stimulated as in A and Ig secretion was 

evaluated at day 4 by specific ELISAs. Results are reported as mean ± SEM of 

4 and 5 independent experiments for IgG3 and IgG1, respectively. Mann-

Whitney U-test for significance.  
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SAHA Effect on IgH Locus Transcription - CSR and Ig 

synthesis are controlled through IgH locus transcription with 

3’RR as a conductor [8, 13]. We then determined if the effect of 

SAHA on B-cell responses was mediated through an overall 

down regulation of IgH locus transcription and/or a specific 

targeting of 3’RR activation assessed through generation of 

enhancer RNA (eRNA). RNAseq experiments indicated that 

SAHA treatment had no effect on 3’RR activation judging by the 

expression of 3’RR eRNA (both sense and antisense) (Figure 4). 

Since the 3’RR controls IgH locus transcription, the lack of 

SAHA effect on 3’RR activation was consistent with the absence 

of obvious effects of SAHA on I3-C3 transcription (LPS 

stimulation) and I1-C1 transcription (LPS+IL4 stimulation) of 

the IgH locus (Figure 4). We next analyzed genome-wide gene 

expression between LPS- and LPS+SAHA-treated mature spleen 

B-cells. Data indicated 112 down-regulated genes by SAHA 

(log2 fold change threshold > 1, adjusted p value <0.05) (Table 

1). Numerous genes were implicated in growth processes, in 

epigenetic-related processes (Smyd2, Nek2, Trmt10a, Rnmtl1) 

and histone markers (Hist1h2ai/2an/2ah/2ag/2af/2ab/3b/3g) 

highlighting efficiency of SAHA treatment. Seventy seven genes 

were up-regulated in response to SAHA but without evident 

links to HDAC/AID pathways and switch processes (Table 2). 
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Table 1: Down-regulated genes in response to SAHA. CD43- spleen B-cells were stimulated for 2-day with LPS ± SAHA. Genes implicated in growth processes are 

colored in yellow. Genes implicated in epigenetic-related processes and histone markers are colored in bleu. Log2 fold change threshold > 1 and adjusted p value <0.05. 

 
Down regulated genes 

Genes log2 fold 

change 

P adjusted Genes log2 fold 

change 

P adjusted Genes log2 fold 

change  

P adjusted 

Hspd1 -1.11 4.15e-6 Cdca8 -1.05 7.90e-4 Kpna2 -1.07 4.63e-6 

Sgol2a -1.03 0.001 Rcc1 -1.05 3.07e-5 Birc5 -1.07 9.03e-5 

Ctla4 -1.71 0.004 Sesn2 -1.27 0.006 Idi1 -1.03 1.99e-4 

Il10 -1.28 3.07e-5 Hmgn2 -1.10 5.94e-5 Hist1h2ai -1.00 0.002 

Aspm -1.08 6.00e-5 Alpl -1.15 0.001 Hist1h2an -1.18 8.18e-4 

Nuf2 -1.01 0.001 Cldn12 -1.10 0.036 Hist1h2ah -1.29 1.89e-4 

Cenpf -1.06 1.55e-4 Dbf4 -1.00 1.45e-4 Hist1h2ag -1.12 0.002 

Smyd2 -1.26 0.001 Ncapg -1.10 6.00e-5 Hist1h2af -1.34 6.22e-6 

Nek2 -1.01 0.001 Adap1 -1.01 0.002 Hist1h3g -1.00 0.001 

Suv39h2 -1.12 0.011 Asns -1.41 9.08e-8 Hist1h2ab -1.21 1.14e-4 

Sapcd2 -1.07 0.034 RP23-5D6.6 -1.59 0.048 Hist1h3b -1.25 3.07e-5 

Snora17 -1.00 0.047 Ptgir -1.35 4.06e-4 Eef1e1 -1.15 1.64e-4 

Pkp4 -1.26 0.008 Slco3a1 -1.24 0.001 Cenpp -1.13 0.011 

Kif18a -1.12 1.06e-4 Prc1 -1.19 2.51e-5 Nfil3 -1.64 0.001 

Aven -1.05 0.013 Lrrc32 -1.22 0.025 Trip13 -1.13 9.03e-5 

Chac1 -2.14 1.14e-4 Plk1 -1.09 0.001 Ccnb1 -1.33 2.09e-8 

Oip5 -1.03 0.010 Fbxo5 -1.13 4.94e-4 Ppap2a -1.03 0.021 

Nusap1 -1.09 3.07e-5 Prdm1 -1.43 1.65e-5 Rrm2 -1.05 8.49e-5 

Bub1 -1.13 2.03e-5 Ppa1 -1.22 1.31e-6 Id2 -1.10 0.033 

Eif2s2 -1.00 9.03e-5 Dna2 -1.06 0.002 Mis18bp1 -1.25 2.03e-5 

Fam83d -1.16 0.013 Cdk1 -1.21 4.72e-7 Cdc45 -1.05 2.79e-4 

Mybl2 -1.08 3.18e-4 Hsp90b1 -1.04 1.08e-4 Tfrc -1.03 3.07e-5 

Ube2c -1.10 4.20e-5 Parpbp -1.01 0.016 Sgol1 -1.32 7.60e-5 

Pfdn4 -1.08 0.005 Nup37 -1.05 0.001 Kif20a -1.15 7.85e-4 

Aurka -1.21 9.24e-5 Hmgb2 -1.11 6.66e-4 Tubb6 -1.33 0.014 

Cfp -1.48 4.44e-6 Neto2 -1.09 0.031 Ska1 -1.07 0.006 

Kif4 -1.01 4.10e-4 Cenpn -1.07 0.009 Kif11 -1.09 1.03e-5 

Slc7a3 -1.60 3.73e-6 Slc7a5 -1.11 0.001 Slc35g1 -1.16 0.036 

Siah1b -1.15 0.015 Cdkn3 -1.24 0.010 Psmc3ip -1.15 0.003 
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Table 2: Up-regulated genes in response to SAHA treatment. Same cells as in Table 1. Log2 fold change threshold > 1 and adjusted p value <0.05. 

 

Fabp5 -1.19 0.002 Ska3 -1.22 0.001 Mfsd2a -1.18 0.004 

Ect2 -1.15 2.39e-5 Pbk -1.08 0.001 

Ccna2 -1.06 8.66e-6 Spc24 -1.08 2.79e-4 

Plk4 -1.02 1.48e-4 H2afx -1.06 2.66e-4 

Fam46c -1.60 9.08e-8 Kif23 -1.24 1.01e-5 

Slc16a1 -1.04 3.54e-5 Ccnb2 -1.01 4.67e-4 

Cenpe -1.02 3.40e-4 Traip -1.01 0.006 

Trmt10a -1.00 0.006 Pno1 -1.02 4.68e-4 

Depdc1a -1.05 0.002 Hmmr -1.07 9.03e-5 

Ccne2 -1.02 0.001 Rnmtl1 -1.10 0.013 

Kif2c -1.08 0.001 Tmem97 -1.13 2.06e-4 

Cdc20 -1.37 4.19e-6 Top2a -1.02 8.66e-6 

Up-regulated genes 

Genes log2 fold change P adjusted genes log2 fold 

hange 

P adjusted 

Dst 1.51 0.012 Tsc22d1 1.45 0.006 

Bmpr2 1.75 0.015 Ddx25 1.45 0.036 

Mroh2a 2.35 0.010 Cyp4f18 1.50 2.72e-7 

Mr1 1.11 0.047 Lpcat2 1.78 0.004 

Pbx1 2.23 0.026 Fam65a 1.53 0.023 

Cr2 1.22 9.08e-8 Cbfa2t3 1.32 0.045 

Ralgps1 1.29 0.037 Zfhx2 1.26 0.025 

Gsn 1.53 6.22e-6 Slc9a9 2.54 2.796e-4 

Cers6 1.06 0.015 Abhd14b 1.63 0.045 

Ttn 2.20 0.023 Fbxw10 1.87 0.048 

Accs 1.10 0.033 Cacnb1 1.83 0.041 

Slpi 1.52 0.005 Kif19a 2.55 0.004 

Arhgap6 1.28 0.033 Rab37 1.56 0.030 

Maml3 1.13 0.033 Sox4 1.29 0.049 

Cd1d1 1.22 0.001 Pdlim7 1.09 0.037 
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Tspan2 1.02 0.008 Naip5 1.20 0.016 

Rwdd3 1.29 0.037 Zfp36l1 1.02 8.89e-5 

Sit1 1.19 0.031 Ift43 2.29 0.037 

Mir5120 1.43 0.032 Lifr 2.35 0.040 

Whrn 1.52 0.001 Mapk11 1.03 0.005 

Rnu11 1.11 0.005 Iglc4 1.99 0.048 

Ahdc1 1.13 0.031 Lamp3 1.70 0.035 

Padi2 1.50 0.044 Bcl6 1.15 9.493e-4 

Tnfrsf18 1.94 0.003 BC051142 1.61 0.026 

Gsap 1.33 8.52e-4 Msh5 1.24 0.035 

Afap1 2.09 0.018 Tnf 1.12 7.90e-4 

Antxr2 1.02 0.034 Lta 1.24 0.041 

Rasgef1b 1.13 7.46e-4 Gabbr1 1.23 0.028 

Gbp8 2.32 3.99e-4 Crisp3 1.49 7.90e-4 

Clip2 1.65 0.018 Cxxc5 1.01 0.006 

Hip1 1.48 0.002 Clcf1 1.03 0.002 

Vamp5 1.40 0.032 Ifit1bl1 1.06 0.017 

Pex26 1.30 0.048 Grk5 1.26 0.044 

Tmem147os 1.49 0.043 mt-Tq 1.39 0.016 

Arrb1 1.13 0.001 Evi5l 1.21 0.032 

Trim3 1.29 0.048 

Sbf2 1.12 0.003 

Rassf7 1.35 0.040 

Marcks 1.24 2.03e-5 

Smpdl3a 1.07 0.012 

Gdf11 1.04 0.001 

Fcer2a 1.17 1.67e-6 
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Figure 4: Influence of SAHA on IgH locus transcription. Upper panel: Effect 

of SAHA on 3’RR eRNA. Sense (in black) and antisense (in grey) transcription 

in two-day LPS (5g/ml) ± SAHA (200 nM) stimulated mature B-cell 

splenocytes from wt mice. One representative experiment out of 2 is reported 

(pooled cells from three mice per group). The locations of hs3a, hs1,2, hs3b 

and hs4 enhancer elements of the 3’RR are shoxn. Lower panels: Effect of 

SAHA on I3-C3 transcription (LPS stimulation) and I1-C1 transcription 

(LPS+IL4 stimulation). One representative experiment out of 2 is reported. 

 

SAHA and in vitro B-Cell Lymphoma Proliferation - 

Convincing demonstrations of the essential contributions of the 

3’RR in mature B-cell lymphomagenesis have been provided by 

knock-in (KI) animal models which bring the oncogene c-myc 

under 3’RR transcriptional control (such as for iMycC,  

iMycEand iMycCmice) [14-18]. We next examined the effect 

of SAHA on growth of mature mouse B-cell lymphomas 

(B220
+
CD19

+
IgM

+
IgD

+
) induced after c-myc insertion into the 

IgH locus. As shown in Figure 5A, and in contrast to normal 

mature B-cells, results clearly indicated an inconsistent SAHA 
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effect on mature B-cell lymphoma growth; some lymphoma 

samples increased their LPS stimulated growth in response to 

SAHA, some had unchanged growth and some reduced their 

growth (despite the same IgM
+
IgD

+
 mature B-cell phenotype). 

ChIP assays indicated no HDAC1 binding to the 3’RR hs1,2 

enhancer in these freshly isolated mature mouse B-cell 

lymphomas (Figure 5B). 

 

 
 

Figure 5: Influence of SAHA on proliferation of c-myc-induced mature B-cell 

lymphomas. A: Freshly isolated mature B-cell lymphomas from iMycE, 

iMycC and iMycC mice were used. Each line represents one B-cell 

lymphoma. Each point represents the % proliferation in response to LPS with 

or without SAHA (10 and 14 different mouse B-cell lymphomas for 2mM 

SAHA and 200 nM SAHA, respectively). Each point is the mean of six 
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replicates. Proliferation of B220+IgM+IgD+ B-cell lymphomas was evaluated 

with the MTS assay The first part of each graph shows the effect of LPS on B-

cell lymphoma proliferation (to ensure that B-cell lymphomas remain alive 

after 3 days of in vitro growth). Thus all tested lymphomas had a percentage of 

proliferation higher than their controls without LPS (indicated as 100%). Only 

B-cells lymphomas with a higher proliferation in response to LPS were 

investigated for SAHA treatment to withdraw lymphomas unable to survive 

under the experimental conditions. B: hs1,2 HDAC1 binding in mature mouse 

B-cell lymphomas. ChIP experiments were performed on freshly isolated B-cell 

lymphomas from iMycE, iMycC and iMycC mice. Mean ± SEM of 10 

experiments (no significance with the Wilcoxon matched paired test). See 

legend to Figure 1 for mock explanation. 

 

CPB is recruited to the hs3a and hs3b Enhancer in Freshly 

Isolated Mature Mouse B-Cell Lymphomas - Histone acetyl 

transferases (HATs) and HDACs act in concert to remodel 

chromatin and alter gene expression. CBP HAT binding to the 

hs3 enhancer was reported in Raji cells (a human Burkitt’s cell 

line) [19]. As reported in Figure 6A, CBP was recruited to hs3a 

and hs3b in freshly isolated B-cell lymphomas. However, PCAF, 

another HAT, was not (data not shown). In contrast to B-cell 

lymphomas, no significant CBP binding was found in normal 

resting B-cell splenocytes or after 2-days LPS-stimulation 

(Figure 6B). 
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Figure 6: CBP fixation on 3’RR in freshly isolated mature B-cell lymphomas 

and wt B-cells. A: CBP ChIP experiments were performed on freshly isolated 

B-cell lymphomas from transgenic mice bearing c-myc in various locations of 

the IgH locus (iMycE, iMycC and iMycC mice). Mean ± SEM of 4 

experiments. Significance with the student-t-test for paired data. B: CBP ChIP 

experiments were performed on 2-day LPS-stimulated spleen B-cells. Mean ± 

SEM of 5 experiments (significance with the student-t-test for paired data). See 

legend to Figure 1 for mock explanation. 

 

Discussion  
 

The balance between acetylation and deacetylation of chromatin 

histone proteins and non-histone proteins controls gene 

expression regulation. HATs and HDACs are chromatin-

modifying enzymes. Their interplay regulates the action of 

numerous signal transducers and activators of transcription with, 
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in the end, potent effects on a wide range of cell processes such 

as cell cycle, cell death, differentiation, immune response and 

cancer. HDACi have been approved as additional treatment for 

lymphomas [11,12]. HDACi are reported to affect B-cell 

responses both in vivo and in vitro. We studied the relationship 

between the HAT/HDAC pathway and 3’RR enhancers of the 

IgH locus during normal mature B-cell responses and mature B-

cell lymphoma growth. 

 

As previously reported [9], we observed that in LPS-activated 

mature B-cell splenocytes HDAC1 was recruited to the hs1,2 

element of the 3’RR as determined by ChIP assays. In similar 

experimental conditions, other members of HDAC class I with 

ubiquitous tissue distribution such as HDAC2 and HDAC3 were 

not recruited to the 3’RR. The mouse 3’RR contains four 

enhancer elements with hs1,2 flanked by IRIS sequences and the 

center of a 25-kb palindrome bordered by two hs3 enhancer 

inverted copies (hs3a and hs3b). Evolution maintained this 

unique palindromic arrangement in mammals suggesting that it 

is functionally significant [20]. Deconstructing the palindromic 

IgH 3’RR in IRIS mice strongly impacts its function [4]. In 

agreement with this latter result we report that HDAC1 is not 

efficiently recruited to the hs1,2 enhancer in LPS-stimulated 

IRIS mature spleen B-cells.  

 

Histone acetylation has been associated with key remodelling 

events of the IgH locus including CSR [21]. We examined the 

role of the HDACi SAHA in B-cell growth, CSR, Ig production 

and IgH locus transcription. SAHA decreased in vitro mature B-

cell growth in a dose dependent manner and in response to 

various stimulatory conditions. In contrast, SAHA decreased 

CSR toward IgG3 and stimulated CSR toward IgG1. The effect of 

SAHA on Ig production (stimulation for IgG1 and inhibition for 

IgG3) paralleled its effect on CSR. Thus the elevated production 

of IgG1 in response to SAHA was due to an increased level of 

IgG1 switched cells. In turn, reduced production of IgG3 in 

response to SAHA was due to decreased amounts of IgG3 

switched cells. This result differs markedly from previously 

reported results with primary spleen B-cells from MRL-lpr mice 

(a mouse strain prone to develop an autoimmune disease 
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resembling systemic lupus erythematosus) where the HDACi 

Trichostatin A (TSA) inhibited both germline and post-switch 1 

and 2a transcription suggesting that inhibition of HDAC 

activity can downregulate gene transcription [9]. RNAseq 

analysis of transcription at the IgH locus of wt mature spleen B-

cells in response to LPS revealed no evident effect of SAHA on 

transcription at the IgH locus in I3-C3 regions (nor in I1-C1 

regions in response to LPS+IL4 stimulation). Furthermore, 3’RR 

eRNAs were not affected by SAHA treatment suggesting no 

direct effect on 3’RR activation. The effect of SAHA on CSR 

and Ig production is thus not through a direct effect on 3’RR 

activation but through another mechanism (such as isotype-

dependent acetylation/deacetylation of S regions) that remains to 

be determined. Genome-wide gene expression analysis in 

response to SAHA indicated several down-regulated genes 

implicated in growth processes, a result that fitted well with the 

effect of SAHA as an inhibitor of cell proliferation. Similarly 

several down-regulated genes linked to epigenetic-related 

processes were found highlighting efficiency of SAHA treatment 

on mature B-cell responses. 

 

Deciphering the mechanism that underpins the B-cell HDACi-

induced effect is also of interest for a better understanding of the 

rationale for use of HDACi to treat B-cell lymphomas. Our 

results indicated that HDC1 does not bind to the hs1,2 enhancer 

element in freshly isolated mature mouse B-cell lymphomas with 

a c-myc insertion in the IgH locus; a major difference compared 

to results of stimulated normal mature B-cells. Another major 

difference was the binding of the HAT CBP to hs3a and hs3b 

enhancers that bounder the 3’RR palindrome indicating that the 

HAT/HDAC pathway is not identically regulated in stimulated 

normal mature B-cells and freshly isolated mature B-cell 

lymphomas. Furthermore if normal mature B-cell growth was 

consistently down regulated in vitro by SAHA, this was not the 

case in freshly isolated mature B-cell lymphomas where SAHA 

sometimes had no effect or a decreased/stimulatory effect 

without evident links to a B-cell lymphoma phenotype.  This 

effect is consistent with the fact that despite similar “primom 

movens” (the insertion of c-myc in the IgH locus) B-cell 

lymphomas arise with different kinetics, various KI67 indices 
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and different locations due to the numerous different oncogenic 

hits favouring lymphoma emergence. Our results clearly 

indicated that even though SAHA affects normal mature B-cell 

growth, this effect is not consistently found in mature B-cell 

lymphomas and that trying to use HDACi to down regulate 3’RR 

activation in order to down regulate its effect on oncogene 

transcription (c-myc in our animal models) is utopic. 

 

Important differences thus exist concerning the effect of SAHA 

on proliferation of wt mature B-cells vs mature B-cell 

lymphomas. Differences are also documented concerning the 

recruitment of CBP/HDAC1 to the IgH 3’RR. We report an 

isotype-effect of SAHA on B-cell CSR and no effect of SAHA 

on IgH locus transcription. SAHA effects are not mediated by 

down-regulation of 3’RR transcriptional activity in normal 

mature B-cells. Previous studies with transgenic mice bearing an 

IgH with an inserted c-myc (i.e. under transcriptional 

dependence of the 3’RR) have suggested that targeting the 3’RR 

would be of interest in order to down regulate c-myc deregulated 

transcripts leading to B-cell lymphomagenesis [14,18,22]. Our 

present results argue against this hypothesis. Translocations in 

B-cell lymphomas undoubtedly induce epigenetic changes [23] 

and epigenetic drugs targeting histone acetylation (HDACi) and 

histone methylation (EZH2 inhibitors) are already used to treat 

several B-cell lymphoid malignancies [11,12]. The precise 

mechanism underlining their beneficial use remains to be 

elucidated but is clearly not mediated by direct action on IgH 

3’RR enhancers. 

 

Only one HDACi (i.e., SAHA, a pan-HDACi) was investigated 

in this study, which might limit the generalization of our results 

across different HDACi (particularly pan-HDACi vs class I-

specific inhibitors). HDACi are approved for treatment of certain 

lymphomas but their narrow therapeutic index limits their use. 

Inconsistent effects of HDACi treatments have been reported 

[12] and HDACi are found to synergize with other treatments 

such as PD1 blockade [24]. As the HAT CBP, rather than 

HDAC1, was recruited to the 3'RR in mature B-cell lymphomas 

but not normal mature B cells, it will be interesting to see 

whether targeting CBP would be active against mature B-cell 
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lymphomas. It is possible that recruitment of CBP, instead of 

HDAC1, causes the intrinsic resistance to HDACi in some types 

of B-cell lymphomas. 

 

In this study only wt mature spleen IgM
+
IgD

+
 B-cells were 

specifically considered because the 3’RR is the major driver of 

CSR and Ig synthesis. It is also why we explored HDAC binding 

and HDACi effects only in mature B-cell lymphomas 

(B220
+
IgM

+
IgD

+
). It is evident that similar studies on the entire 

spectrum of B-cell subsets (from pro-B cells to plasmocytes) and 

B-cell lymphomas would be of interest. Finally, despite wide 

functional/structural similarities between mouse and human 

3’RRs [20], our results cannot be directly translated into human 

counterparts requiring further studies to clarify this point. 
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Abstract 
 

Background: Angiogenesis has become an attractive target for 

cancer therapy. However, despite the initial success of anti-

VEGF (Vascular endothelial growth factor) therapies, the overall 

survival appears only modestly improved and resistance to 

therapy often develops. Other anti-angiogenic targets are thus 

urgently needed. The predominant expression of the type I BMP 

(bone morphogenetic protein) receptor ALK1 (activin receptor-

like kinase 1) in endothelial cells makes it an attractive target, 

and phase I/II trials are currently being conducted. ALK1 binds 

with strong affinity to two ligands that belong to the TGF-ß 

family, BMP9 and BMP10. In the present work, we addressed 

their specific roles in tumor angiogenesis, cancer development 

and metastasis in a mammary cancer model. 

 

Methods: For this, we used knockout (KO) mice for BMP9 

(constitutive Gdf2-deficient), for BMP10 (inducible Bmp10-

deficient) and double KO mice (Gdf2 and Bmp10) in a syngeneic 

immunocompetent orthotopic mouse model of spontaneous 

metastatic breast cancer (E0771). 

 

Results: Our studies demonstrate a specific role for BMP9 in the 

E0771 mammary carcinoma model. Gdf2 deletion increased 

tumor growth while inhibiting vessel maturation and tumor 

perfusion. Gdf2 deletion also increased the number and the mean 

size of lung metastases. On the other hand, Bmp10 deletion did 

not significantly affect the E0771 mammary model and the 

double deletion (Gdf2 and Bmp10) did not lead to a stronger 

phenotype than the single Gdf2 deletion. 
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Conclusions: Altogether, our data show that in a tumor 

environment BMP9 and BMP10 play different roles and thus 

blocking their shared receptor ALK1 is maybe not appropriate. 

Indeed, BMP9, but not BMP10, acts as a quiescence factor on 

tumor growth, lung metastasis and vessel normalization. Our 

results also support that activating rather than blocking the 

BMP9 pathway could be a new strategy for tumor vessel 

normalization in order to treat breast cancer. 

 

Abbreviations 
 

ActR2-Activin type 2 Receptor; ALK1-Activin Receptor-like 

Kinase 1; BMP-Bone Morphogenetic Protein; BMPR2-BMP type 

2 Receptor; GDF-Growth and Differentiation Factor; PCNA-

Proliferating Cell Nuclear Antigen; SMA-Smooth Muscle Actin; 

VEGF-Vascular Endothelial Growth Factor; WT-Wild type 

 

Background  
 

Neovascularization is one of the hallmarks of cancer as it is a 

necessary process to provide tumor with its metabolic 

requirements, while simultaneously creating an escape route by 

which cancer cells will disseminate [1,2]. Thus, several 

angiogenesis inhibitors have been developed and most of them 

target vascular endothelial growth factor (VEGF) signaling [3]. 

Today, VEGF inhibitors are included in first-line therapies 

against advanced and metastatic cancers [4]. However, the lack 

of substantial improvements of overall survival and resistance 

issues clearly support the crucial need for identification of 

alternative and/or complementary targets for drug development 

[5]. 

 

The transforming growth factor (TGF)-β family type I receptor 

ALK1 (activin receptor-like kinase 1), which is mainly 

expressed on endothelial cells, has been identified as a potential 

target for anti-angiogenic cancer treatment [6,7]. ALK1 is indeed 

an essential receptor in vascular development, as genetic ablation 

of Acvrl1 (encoding ALK1) in mice results in embryonic 

lethality due to vasculogenic or angiogenic defects [8,9]. In 

addition, mutations of the genes ACVRL1 and ENG, encoding 
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the co-receptor endoglin, are responsible of the Rendu-Osler 

syndrome also known as hereditary hemorrhagic telangiectasia 

(HHT) [10,11]. The discovery of the high affinity binding of 

BMP9 (bone morphogenetic protein) and BMP10 to ALK1 has 

revealed the key role of these two ligands in vascular 

development [12,13]. BMP9 and BMP10 are very similar at the 

amino-acids levels but they differ in several ways. First, the site 

of expression is different, as BMP9 is mainly produced by the 

liver [14] while BMP10 is mostly produced by the heart [15], 

although they are both detected in blood [16,17]. Second, 

although BMP9 and BMP10 both bind to the type I receptor 

ALK1 with high affinity, only BMP9 binds to ALK2 [18] and 

their affinities for the type II receptors differ [19]. Knockout 

mice for Gdf2 (encoding BMP9) are viable and fertile with no 

overt defect in blood vessel development [20] while Bmp10
−/−

 

mice die during embryonic development due to heart defects 

[21]. Still, we could show that Gdf2-deficient mice present 

defects in lymphatic valve formation and lymph drainage, 

supporting a specific role for BMP9 in lymphatic maturation 

[22]. Moreover, it was recently shown that BMP9 and BMP10 

play redundant roles in retinal vascularization and ductus 

arteriosus closure [17,20,23]. Together, these data clearly 

demonstrate, in vivo, the crucial roles of ALK1 and its two 

ligands, BMP9 and BMP10, in vascular development. However, 

their precise role during the complex process of physiological 

angiogenesis has proven difficult to pinpoint from in vitro 

studies, as their actions appear highly concentration- and 

context-dependent [24]. 

 

Still, due to the key role of this pathway in angiogenesis, ALK1 

has been identified as an interesting target in tumor angiogenesis 

[6,25]. Pharmacological targeting of ALK1 has been evaluated 

using either a neutralizing anti-ALK1 antibody (PF-03446962) 

or a soluble form of ALK1 (Dalantercept) that will trap the 

biological ligands of ALK1, BMP9 and BMP10 [26,27]. Most of 

the published preclinical studies, using these neutralizing tools, 

reported a decrease in tumor volume, tumor angiogenesis and 

metastasis [28-30]. Thus, several phase I/II studies using these 

agents are currently being conducted. However, despite being 
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generally well tolerated, no efficacy of ALK1 blockade has been 

demonstrated to date [5,25,31,32]. 

 

Little is known about the respective roles of BMP9 and BMP10 

in tumor angiogenesis, cancer development and metastatic 

dissemination. BMP9 has been shown to play, via ALK2, a 

direct role on tumor growth as an autocrine growth factor in 

hepatocarcinoma [33]. The roles of BMP9 and BMP10 have also 

been studied in different cancers using tumor cells 

overexpressing either BMP9 or BMP10 [34-37], although BMP9 

and BMP10 are not or moderately expressed in most of the 

tumors that have been studied so far. In these studies, BMP9 and 

BMP10 were described as tumor suppressors acting directly on 

cancer cells but their roles in tumor angiogenesis have not been 

investigated. 

 

Herein, we studied the respective roles of BMP9 and BMP10 in 

tumor growth, tumor angiogenesis and metastatic dissemination 

using the murine syngeneic orthotopic mammary cancer model 

(E0771) [38,39]. To understand the contribution of BMP9 and 

BMP10 ligands, we made use of Gdf2-deficient mice, inducible 

Bmp10-deficient mice and double Gdf2- and Bmp10-deficient 

mice. Our study demonstrates a specific role for BMP9 in tumor 

growth, tumor angiogenesis and lung metastasis in the E0771 

model. Bmp10 deletion did not significantly affect this mammary 

model, and the double deletion did not lead to a stronger 

phenotype than the single deletion of Gdf2. 

 

Methods  
Cell Lines  
 

E0771 (Tebu-Bio) breast cancer mouse cells were maintained in 

culture in RPMI-1640 (Life Technologies) supplemented with 

10% fetal calf serum (FCS) and were used below passage 5. 

Mouse endothelial cells H5V (gift from Dr. A. Mantovani) were 

maintained in culture in DMEM 4.5 g/L glucose (Life 

Technologies) supplemented with 10% FCS. Breast epithelial 

cells EpH4 (Clone J3B1A, a gift from Dr. P. Soulie) were 

maintained in culture in DMEM/F12 (Life Technologies) 
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supplemented with 10% FCS. All cells were tested for 

Mycoplasma (MycoAlert™ PLUS, Lonza). 

 

Gdf2 
−/−

, Bmp10-cKO and double-KO (Gdf2 
−/−

 and 

Bmp10) Mice  
 

Gdf2
−/−

mice generation was previously described [20]. To 

circumvent the early embryonic lethality of Bmp10-KO mice 

[21], the Institut Clinique de la Souris (Illkirch, France) 

generated for us a Bmp10
lox/lox

 mice by flanking loxP sites 

around exon2. These mice were then crossed with the 

Rosa26CreER
T2

 mice provided by Pr. P. Chambon (IGBMC, 

Illkirch, France) [40] to generate conditional knockout mice for 

Bmp10 (Bmp10-cKO mice). Intraperitoneal injections of 

tamoxifen (1 mg) were performed for five days in 3-week-old 

control (Bmp10
lox/lox

) and Bmp10-cKO 

(Rosa26CreER
T2

;Bmp10
lox/lox

) in order to delete Bmp10. 

Rosa26CreER
T2

;Bmp10-cKO mice were crossed with Gdf2
−/−

 

mice to generate Gdf2
−/−

;Bmp10
lox/lox

 that will be referred to as 

double-KO mice. The same protocol as for Bmp10-cKO mice 

was used to delete Bmp10. Bmp10-cKO mice were maintained in 

the C57BL/6 background. All mice described were viable and 

fertile. 

 

Orthotopic Syngeneic Mammary Tumor Models  
 

For the E0771 model, 10
5
 cells were injected orthotopically into 

the fourth mammary fat pad of isofluran-anesthesized C57BL/6 

CTL and KO females at 6 weeks of age. Mice were euthanized at 

9 weeks of age 10 min after intravenous injection of 50 μL of 

tomato lectin (DyLight 488 Lycopersicon esculentum, DL-1174, 

Vector Laboratories, 1 mg/mL). Tumor size was measured with 

calipers, and the volume was calculated according to the formula 

(L*w
2
)/2 where L and w stand for length and width respectively. 

 

Tissue Preparation and Immunostainings  
 

Tumors were fixed in 4% paraformaldehyde over night at 4 °C 

and embedded in Tissue-Tek
R
 OCT™ compound (optimum 

cutting temperature) (Sakura) for frozen sections or in paraffin. 
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For immunohistochemistry, paraffin-embedded sections were 

deparaffinized and rehydrated followed by citrate antigen 

retrieval. Blocking was performed in 2% BSA in TBS. Sections 

were stained using antibodies to PCNA (dilution 1:6000; Abcam 

[PC10] Ab29) and active pase-3 (dilution 1:1000; R&D Systems 

AF835). Appropriate biotinylated secondary antibodies were 

used (Vector Laboratories). Sections were incubated with an 

avidin-biotin complex (Vectastain ABC kit; Vector Laboratories) 

and staining revealed by addition of 3.3′-diaminobenzidine 

(Liquid DAB+ Substrate Chromogen System; Dako). 

Counterstaining was performed using hematoxylin or fast 

nuclear red. Images were acquired with a Zeiss Axioplan 

microscope and analyzed using Axiovision 4.8 software. 

 

For immunofluorescence, frozen sections were fixed in 4% 

paraformaldehyde and permeabilized in 0.5% triton in PBS. 

Blocking was performed in 2% BSA in PBS. Sections were 

stained using antibodies to podocalyxin (dilution 1:50; R&D 

Systems AF1556), FITC (dilution 1:100; Alexa Fluor 488 

conjugated; Jackson Immunoresearch Laboratories [1F8-1E4] 

200–542-037), α-SMA (dilution 1:200; Cy3 conjugated; Sigma 

Aldrich [1A4] C6198) and LYVE-1 (dilution 1:100; R&D 

Systems MAB2125). Appropriate secondary antibodies 

conjugated with fluorochromes were used (Jackson 

Immunoresearch Laboratories). Apoptosis was analyzed by the 

indirect TUNEL (Terminal deoxynucleotidyl transferase dUTP 

nick end labeling) method (ApopTag® Red In Situ Apoptosis 

Detection Kit from Millipore). Nucleus were stained using 

Hoechst blue (33,342, Sigma). Images were acquired with a 

Zeiss ApoTome microscope, treated using Zen Blue software 

and analyzed using ImageJ software. 

 

For necrosis quantification, paraffin-embedded sections were 

stained with hematoxylin and eosin. Images were acquired using 

AxioScan Z1 (Zeiss) slide scanner and analyzed using Zen Blue 

software. 

 

All quantifications were performed by assessing 3 to 5 images 

per tumor using ImageJ software. 
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Quantification of Lung Metastases  
 

After being inflated using 4% paraformaldehyde, lungs were 

embedded in paraffin upon tissue fixation in 4% 

paraformaldehyde. The metastatic burden was assessed by serial 

sectioning of the entire lungs. Hematoxylin and eosin staining 

was performed on sections every 200 μm. Images were acquired 

using AxioScan Z1 (Zeiss) slide scanner and analyzed using Zen 

Blue software. 

 

Western Blot Analysis  
 

Cells were stimulated in 0% FCS with recombinant BMP9 

(R&D Systems) at the concentration indicated for 1 h after 1 h30 

of serum deprivation. Cell extracts were lysed in 50 mmol/L 

Tris-HCl pH 7.4, 0.5 mol/L NaCl and a cocktail of protease 

inhibitors (Sigma) by sonication. 20 μg of proteins from cell 

lysates were separated on a SDS/PAGE, 4–20% (Bio-Rad) and 

analyzed by immunoblotting with anti-pSmad1/5/9 antibody 

(Cell Signaling #9511). The same membrane was reprobed with 

a monoclonal antibody against β-actin (clone AC-15; Sigma) to 

confirm equal protein loading. 

 

RT-PCR Analyses  
 

Total RNAs were extracted at the indicated times using the 

Nucleospin RNA XS kit (Macherey-Nagel). First-strand cDNAs 

were synthesized from 1 μg of total RNA by reverse 

transcription using the reverse transcriptase iScript system from 

Bio-Rad according to the manufacturer’s instructions. 

Quantitative RT-PCR was performed using a Bio-Rad CFX96 

apparatus and qPCR Master Mix (Promega). Relative 

quantification of gene expression was normalized to the RPL13a 

mRNA expression level. Sequences of the PCR primers were as 

follows: 

 

ALK1: F-CCTCACGAGATGAGCAGTCC, R- 

GGCGATGAAGCCTAGGATGTT; 
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ALK2: F-GTCATGGTTCAGGGAGACGG, R-

CCAGAGTAGTGAGCTGAAGGT; 

 

ALK3: F-ATGCAAGGATTCACCGAAAGC, R-

AACAACAGGGGGCAGTGTAG; 

 

BMPRII: F-TGGCAGTGAGGTCACTCAAG, R-

TTGCGTTCATTCTGCATAGC; 

 

ActRIIA: F-AGCAAGGGGAAGATTTGGTT, R-

GGTGCCTCTTTTCTCTGCAC; 

 

ActRIIB: F-CTGTGCGGACTCCTTTAAGC, R-

TCTTCACAGCCACAAAGTCG; 

BMP9: F-CAGATACACAACGGACAAATCGTC, R-

TTGGCAGGAGACATAGAGTCGG; 

 

BMP10: F- CCATGCCGTCTGCTAACATCATC, R-

ACATCATGCGATCTCTCTGCACCA; 

 

RPL13a: F- CCCTCCACCCTATGACAAGA, R- 

TTCTCCTCCAGAGTGGCTGT. 

 

Enzyme-linked Immunosorbent Assay (ELISA)  
 

BMP9 and BMP10 ELISAs were performed with commercially 

available assays (R&D Systems). VEGF-A ELISA was 

performed with a commercially available assay (Mouse VEGF 

Quantikine ELISA Kit, R&D Systems). 

 

Cell Proliferation, Migration, Viability and Apoptosis  
 

Cells were treated with 10 ng/mL of BMP9 or BMP10 in 0% 

FCS RPMI-1064 medium. Cell proliferation was assessed by 

counting cells every 24 h using an automated cell counter (TC20, 

Bio-Rad). Cell migration was assessed after wounding with a 

plastic pipette tip, placed back at 37 °C in the incubator and 

photographed at indicated times (0, 24, 48 and 72 h). 

Quantitation of monolayer closure was performed using Zen 

Blue software. Results are expressed as % of wound closure. 
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Cell viability was assessed using the cell titer-Glo luminescent 

assay (Promega) at 24 h and 48 h after BMP9 addition. Cell 

apoptosis was assessed using the pase-Glo 3/7 assay from 

Promega at 24 h and 48 h after BMP9 addition. 

 
Statistical Analysis  
 

Statistical data analysis was performed using the Mann-Whitney 

test except for tumor growth analysis, and in vitro proliferation 

and migration which were performed by the two-way Anova test 

using GraphPad Prism6. 

 

Results  
Loss of BMP9 Increases Tumor Growth in the E0771 

Mammary Carcinoma Model  
 

To understand the contribution of BMP9 in tumor growth, we 

used the syngeneic orthotopic mouse mammary carcinoma 

models (E0771) [38]. The E0771 mammary cancer cell line is 

derived from a spontaneous adenocarcinoma recently described 

as claudin-low [39]. E0771 cancer cells were orthotopically 

injected into the fourth mammary gland of 6-week-old WT and 

Gdf2-deficient mice in the C57BL/6 background. We observed 

that Gdf2
−/−

 mice presented significantly larger and heavier 

tumors than WT mice (Fig. 1a and b). We next investigated 

whether these effects could be due to a direct effect of BMP9 on 

these cells. We first analyzed by quantitative RT-PCR the 

expression levels of the different type I and type II BMP 

receptors (Additional file 1: Fig. S1A and B). We found that 

both the mammary tumor cells (E0771) or the non-tumoral 

primary mammary epithelial cells (EpH4) expressed very low 

amount of ALK1, while, as expected, the endothelial cell line 

(H5V) expressed high levels of ALK1. All cells expressed ALK2 

at a similar level, while ALK3 was expressed in E0771 and 

EpH4 cells but not in H5V cells. All cell types also expressed 

BMPRII and ActRIIA, whereas ActRIIB was below detectable 

level. None of these cells expressed BMP9 or BMP10 mRNA, 

which were also not detected in E0771 tumors (data not shown). 

In accordance with this receptor profile, we found that only high 

doses of BMP9 (5 ng/mL) induced Smad1/5/9 phosphorylation 
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(Additional file 1: Fig. S1C), suggesting that this 

phosphorylation is not mediated by the high affinity receptor 

ALK1, in accordance with the low amount of the high affinity 

receptor ALK1 in these cells (Additional file 1: Fig. S1A), but 

by either ALK2 or ALK3. However, addition of high doses of 

BMP9 (10 ng/mL) did not affect E0771 cell growth, migration, 

viability or apoptosis (Additional file 1: Fig. S1D, E, F and G). 

In vivo, we also analyzed tumor necrosis and found that the 

percentage of necrosis was significantly higher in Gdf2
−/−

 mice 

than WT mice (Fig. 1c). Finally, we analyzed E0771 tumor 

sections to assess whether BMP9 affected tumor cell 

proliferation and apoptosis, in vivo, by counting the number of 

PCNA-, cleaved pase 3- and TUNEL-positive cells and found no 

significant differences between WT and Gdf2
−/−

 mice (Fig. 1d, e, 

f, g, h and i). 

 

 
 

Figure 1: Gdf2 deletion increases tumor growth in the E0771 mammary cancer 

model. E0771 cells were injected in the 4th mammary gland and tumor growth 
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was assessed by caliper measurement every 2 to 3 days after tumor detection 

(a) and tumor weight measured (b) at the end of the experiment, 9 days after 

tumor detection (WT n = 10, Gdf2−/− n = 14, 1 representative experiment out of 

4). c Tumor necrosis area quantification (% of total tumor area) (WT n = 8, 

Gdf2−/− n = 14, 2 experiments). d-i Representative images and quantitative 

analysis of the tumors stained for PCNA (d, e), cleaved-pase 3 (black 

arrowheads f, g), (WT n = 11, Gdf2−/− n = 18, 2 experiments). Scale bar 50 μm), 

and TUNEL (h, i) (WT n = 11, Gdf2−/− n = 15, 1 experiment. Scale bar 100 μm) 

(a) Data are the mean ± SEM. Statistical analysis: Two-way matched ANOVA. 

(b, c, e, g, i) Data are the median ± interquartile range. Statistical analysis: 

Mann-Whitney test. *p ≤ 0.05 and **p ≤ 0.01 significantly different 

 

Loss of BMP9 Decreases Vessel Perfusion in the Mouse 

E0771 Mammary Carcinoma Model  
 

As we could not observe any effect of BMP9 on tumor cell 

proliferation that could explain the increase in tumor size in 

Gdf2
−/−

 mice, we next addressed whether the loss of BMP9 

could be due to an effect on tumor angiogenesis. For this 

purpose, tumor sections were stained for the luminal endothelial 

cell marker podocalyxin [28,30,41], that we found to be the most 

suitable for automated vessel density quantification (this marker 

was validated by CD31 and von Willebrand Factor co-stainings, 

data not shown). Podocalyxin staining showed a slight but 

significant increase in vessel density in Gdf2
−/−

 mice versus WT 

mice (Fig. 2a and b) while there were no differences in vessel 

diameter (Fig. 2c), supporting that this increase in vessel density 

is due to an increase in vessel number rather than vessel size. 

VEGF-A being the main actor involved in tumor 

neovascularization, we analyzed circulating and tumor levels of 

VEGF-A by ELISA. We found no differences between Gdf2
−/−

 

and WT mice (Additional file 2: Fig. S2A and B), supporting 

that the Gdf2
−/−

 phenotype is not directly linked to modifications 

of the VEGF-A pathway. 
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Figure 2: Gdf2 deletion decreases tumor perfusion and maturation in the 

E0771 mammary cancer model. E0771 cells were injected in the 4th mammary 

gland of WT and Gdf2−/− mice and tumor vascularization was analyzed 9 days 

after tumor detection. a Representative images of the tumors stained for 

podocalyxin (red), lectin (green) and cell nuclei (blue, Hoechst). Scale bar 

50 μm. b Vascular density quantified by podocalyxin positive area (% of tumor 

area) and (c) assessment of vessel diameter using Ferret’s theorem (WT n = 7, 

Gdf2−/− n = 13, 1 representative experiment out of 2). d Quantification of vessel 

perfusion by lectin staining (% area of lectin/podocalyxin) (WT n = 8, Gdf2−/− 

n = 7, 1 representative experiment out of 3). e Representative images of the 

tumors stained for podocalyxin (red), α-smooth muscle actin (α-SMA) (green) 

and cell nuclei (blue, Hoechst). Scale bar 100 μm. f α-SMA staining 

quantification (% area of α-SMA/podocalyxin) (WT n = 8, Gdf2−/− n = 7, 1 

representative experiment out of 3). b, c, d, f Data are the 

median ± interquartile range. Statistical analysis: Mann-Whitney test. *p ≤ 0.05 

and **p ≤ 0.01 significantly different 

 

We next analyzed whether tumor vessels were functional by 

performing intravenous injection of FITC-conjugated tomato 

lectin that has a strong affinity for endothelial cells. We found 

that the percentage of tumor vessels perfused by lectin was 

significantly reduced in Gdf2 
−/−

 versus WT mice (Fig. 2a and d), 

supporting a defect in vessel perfusion in absence of BMP9. To 

test if this defect could be due to a lack of vessel maturation, we 

determined the presence of vessel-associated mural cells by 

performing immunostaining for α-smooth muscle actin (α-

SMA). We found that the percentage of vessel coverage by α-

SMA was also significantly reduced in Gdf2
−/−

 versus WT mice 

(Fig. 2e and f). 
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Loss of BMP9 Increases the Number and the Size of 

Lung Metastases in the Mouse E0771 Mammary 

Carcinoma Model  
 

We next asked whether the loss of BMP9 could affect metastatic 

dissemination. The E0771 mammary cancer model has been 

shown to spontaneously disseminate in lungs [38]. We thus 

looked for lung metastases and found that the incidence of 

metastasis was similar in Gdf2
−/−

 compared to WT animal (72% 

vs 71%). However, the total area of lung metastases was 

significantly increased in Gdf2
−/−

 versus WT mice (Fig. 3a and 

b), which was linked to both an increase in the number and in the 

mean size of metastases (Fig. 3c and d). We next studied tumor 

lymphangiogenesis, an important route for lung metastases. 

Using LYVE-1 staining, we were able to detect lymphatic 

vessels in most of the E0771 tumors (respectively 61% and 72% 

of WT and Gdf2
−/−

 mice) but found no differences in lymphatic 

vessel density between Gdf2
−/−

 and WT mice (Additional file 3: 

Fig. S3A and B). 

 

 
 
Figure 3: Gdf2 deletion increases metastatic burden in the E0771 mammary 

cancer model. E0771 cells were injected in the 4th mammary gland of WT and 

Gdf2−/− mice and lung metastases were analyzed 9 days after tumor detection. a 

Representative hematoxylin eosin colorations of metastases within WT and 

Gdf2−/− lungs. Scale bar 250 μm. b Total area, (c) number and (d) mean size of 

lung metastases per mice bearing metastases (WT n = 7, Gdf2−/− n = 10, 1 

representative experiment out of 3). b, c, d Data are the median ± interquartile 

range. Statistical analysis: Mann-Whitney test. *p ≤ 0.05 significantly different 
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Loss of BMP10 does not affect Tumor Growth, Tumor 

Angiogenesis and Metastasis in the Mouse E0771 

Mammary Carcinoma Model  

 
We next addressed the role of BMP10, the other ALK1’s ligand, 

in the E0771 mammary cancer model. As Bmp10 deletion is 

embryonic lethal due to cardiac defects [21], we generated a 

conditional Rosa26 CreER
T2

;Bmp10
lox/lox

 mice that allowed 

deletion of Bmp10 after tamoxifen injection. Both Cre-positive 

(Bmp10-cKO) and Cre-negative (CTL) mice were injected with 

tamoxifen when three-week-old (Fig. 4a). At the age of six 

weeks, E0771 cells were injected into the fourth mammary 

gland. On the day of euthanasia, blood was collected and 

circulating BMP10 levels were measured by ELISA. As 

expected, tamoxifen treatment significantly decreased BMP10 

circulating levels (64 and 7 pg/mL, in CTL and Bmp10-cKO 

mice, respectively, Fig. 4b). We found that loss of BMP10 did 

not significantly modify tumor volume (Fig. 4c). We next 

analyzed tumor vascularization but could not detect any 

differences in tumor vessel density (podocalyxin staining), nor in 

vessel perfusion (lectin injection) between CTL and Bmp10-

deleted mice (Fig. 4d-f). We also studied lung metastasis in these 

mice and could not detect any differences in the total area, 

number or mean size of lung metastases between CTL and 

Bmp10-cKO mice (Fig. 4g-i). 
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Figure 4: Bmp10 conditional deletion has no impact on tumor growth, 

angiogenesis and lung metastasis in the E0771 mammary cancer model. a 

Schematic representation of the experimental protocol for Bmp10 specific 

deletion and E0771 cells implantation. Tamoxifen was injected in all 3-week-

old mice; 3 weeks later, E0771 cells were injected and tumor growth was 

analyzed for 3 weeks. b Plasmatic levels of BMP10 in control (CTL, n = 15) 

and Bmp10 conditional KO (Bmp10-cKO, n = 15) mice assessed by ELISA at 

the end of the experiment. c Tumor growth was assessed by caliper 

measurement every 2 to 3 days after tumor detection (CTL n = 7, Bmp10-cKO 

n = 8, 1 representative experiment out of 3). d Representative images of the 

tumors stained for podocalyxin (red), lectin (green) and cell nuclei (blue, 

Hoechst). Scale bar 50 μm. e Vascular density quantified by podocalyxin 

surface area (% of tumor area) and (f) Quantification of vessel perfusion by 

lectin staining (% area of lectin/podocalyxin) (CTL n = 7, Bmp10-cKO n = 8, 1 

representative experiment out of 3). g Total area, (h) number and (i) mean size 

of lung metastases per mice bearing metastases (CTL n = 10, Bmp10-cKO 

n = 9, 2 experiments). c Data are the mean ± SEM. Statistical analysis: Two-

way matched ANOVA. b, e, f, g, h, i Data are the median ± interquartile range. 

Statistical analysis: Mann-Whitney test. ****p ≤ 0.001 significantly different 

 

We tested whether this absence of effect in the Bmp10-cKO mice 

could be due to a compensation by BMP9. However, we found 

similar levels of BMP9 mRNA in the liver of CTL and Bmp10-

cKO mice (Additional file 4: Fig. S4). 
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The loss of BMP9 and BMP10 in Double Knockout 

Mice does not lead to a Stronger Effect on Mouse E0771 

Mammary Carcinoma Tumor Growth and 

Angiogenesis than the Single Loss of BMP9  
 

We next addressed whether the loss of both BMP9 and BMP10 

within the same mice would have a more pronounced effect on 

the E0771 mammary cancer model. These mice were generated 

by crossing Gdf2
−/−

mice with Rosa26 CreER
T2

;Bmp10
lox/lox

 mice. 

Both Cre-positive (Gdf2
−/−

;Bmp10
lox/lox

, referred as double-cKO) 

and Cre-negative (Gdf2
+/+

;Bmp10
lox/lox

, referred as CTL) mice 

were injected with tamoxifen at the age of three weeks. As 

expected, the circulating levels of BMP9 and BMP10 measured 

after euthanasia by ELISA were strongly reduced in double-KO 

mice as compared to CTL mice (Fig. 5a and b). These double-

KO mice were viable during the eight weeks of the experimental 

procedure. At the age of six weeks, E0771 cells were injected as 

described in Fig. 4a. We found that double-KO mice developed 

larger tumors than CTL mice (Fig. 5c). They also presented a 

slight increase in vessel density and a decrease in perfused 

vessels (Fig. 5d and e). Together these data showed that the 

double-KO mice, in this experimental model of E0771 mammary 

cancer, behaved as Gdf2
−/−

mice. 
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Figure 5: Double deletion of Gdf2 and Bmp10 increases tumor growth and 

decreases tumor perfusion in the E0771 mammary cancer model. Tamoxifen 

was injected in all 3-week-old mice; 3 weeks later E0771 cells were injected 

and tumor growth was analyzed for 3 weeks. a, b BMP9 and BMP10 

circulating levels in CTL and double-KO mice assessed by ELISAs at the end 

of the experiment. c Tumor growth was assessed by caliper measurement every 

2 to 3 days after tumor detection (CTL n = 13, Double-KO n = 11, 2 

experiments). d Vascular density quantified by podocalyxin surface area (% of 

tumor area) (CTL n = 9, Double-KO n = 12, 1 representative group out of 4) 

and (e) Quantification of vessel perfusion by lectin staining (% area of 

lectin/podocalyxin) (CTL n = 6, Double-KO n = 7, 1 representative group out of 

4). a, b Data are the mean ± SEM. Statistical analysis: Mann-Whitney. c Data 

are the mean ± SEM. Statistical analysis: Two-way matched ANOVA. d, e 

Data are the median ± interquartile range. Statistical analysis: Mann-Whitney 

test. *p ≤ 0.05, and **p ≤ 0.01 significantly different 
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Discussion  
 
Several clinical trials targeting ALK1 or its co-receptor endoglin 

are ongoing although the role of these two receptors in a tumor 

context are not yet understood and, so far present limited 

beneficial results [25]. Since both ALK1’s ligands, BMP9 and 

BMP10 circulate in blood, there is an urgent need to understand 

the respective contribution of each ligand in tumor development 

and metastasis. Contrary to what we expected from many 

preclinical studies aiming at blocking ALK1, we found that loss 

of BMP9 led to an increase in tumor growth, combined with 

decreased tumor vessel maturation and increased lung metastasis 

in the E0771 model. On the other hand, loss of BMP10 did not 

seem to affect the E0771 mammary cancer model and the double 

deletion of BMP9 and BMP10 did not lead to a stronger 

phenotype than the single deletion of BMP9. Together these 

results demonstrate, for the first time, that BMP9 and BMP10 

exhibit distinct roles in tumor growth, angiogenesis and 

metastatic dissemination. 

 

We show that the loss of BMP9 led to a small but statistically 

significant increase in tumor volume. However, this result does 

not seem to be a consequence of a direct effect of BMP9 on 

tumor cell proliferation since BMP9 did not affect E0771 cell 

proliferation, cell viability nor apoptosis in vitro. In accordance, 

we could not observe any significant differences in PCNA 

staining nor on activated pase-3 or TUNEL stainings on tumors 

that were harvested at the end of the study. This is in contrast to 

other studies that have shown that overexpression of BMP9 

using adenoviruses inhibit the growth, invasion and migration of 

the breast cancer cell lines MDA-MB-231, SK-BR-3 and 4 T1 

[35,42,43]. This could be due to differences in breast cancer 

models or in the doses of BMP9 used. On the other hand, we 

found that loss of BMP9 affected tumor neovascularization. 

Indeed, we found that the loss of BMP9 increased tumor vessel 

density, and decreased tumor vessel perfusion and coverage by 

mural cells as illustrated by α-SMA staining, indicating 

decreased vessel maturation. This is in accordance with the 

current hypothesis that BMP9 is a maturation or “normalization” 

factor [44]. The tumor vasculature has been described as a dense 
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but chaotic and heterogeneous network of structurally and 

functionally abnormal vessels with a compromised blood flow, a 

lack of pericyte coverage and a high permeability with non-

specific extravasation of blood components [45]. 

“Normalization” of the tumor vasculature through the 

Angiopoietin-Tie2 axis, for example, decreases vessel density, 

increases vessel coverage and perfusion while decreasing 

permeability. As a consequence of this vessel normalization, 

tumor growth is decreased as well as tumor necrosis and 

metastasis [46]. Our results on E0771 tumor growth, necrosis, 

metastasis and tumor perfusion are in accordance with this 

concept. Together, our data support that BMP9 is a circulating 

vascular quiescence factor in both physiological and tumoral 

contexts. 

 

Most cancer patients die of their metastases rather than of their 

primary tumor so therapeutic strategies have recently focused on 

metastasis. In the E0771 model, we found that Gdf2
−/−

 mice 

developed more and larger metastases. This supports the 

normalization theory where heterogeneity, leakage and lack of 

perfusion leads to hypoxia and aggravates tumor progression and 

metastasis (which is hindered upon normalization) [47]. It is also 

possible that, as for the primary tumor, the growth of the 

metastases would be favored in Gdf2
−/−

 mice. Differences in 

lymphangiogenesis could also be an explanation as we have 

previously shown that Gdf2 deletion in the C57BL/6 background 

leads to lymphatic drainage deficiency [22]. However, although 

we detected lymphatic vessels in these tumors, we found no 

differences in tumor lymphatic vessel density between WT and 

Gdf2
−/−

 mice. 

 

It was recently shown, in another preclinical study, that blocking 

BMP9, using a neutralizing anti-BMP9 antibody, significantly 

reduced renal tumor growth and reduced tumor vascular 

permeability [48] suggesting potential differences between 

different tumor types. The role of BMP9, using a similar 

approach of Gdf2 knockdown, has recently been described in the 

pancreatic RIP1-TAg2 PanNETS cancer model [49]. However, 

in this model, Bmp9 ablation led to a reduced tumor volume, no 

effect in vessel density but an increase in vessel branching and 
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pericyte coverage and an increase in metastasis. These results, 

apart for the increase in metastasis, differ from our results. This 

might be due to differences between cancer types. However, in 

this paper, using the same pancreatic model, the authors obtained 

different and even opposite results with mice deleted within this 

signaling pathway (Eng
+/−

, Acvrl1
+/−

 and Gdf2
−/−

 mice) [49], 

highlighting the difficulties of understanding the role of this 

pathway in cancer and tumor angiogenesis. Nevertheless, their 

results [49] and ours show that, in these two cancers, the loss of 

BMP9 leads to an increase in metastasis and thus cautions 

against blockade of this BMP9/ALK1 pathway in cancer 

treatments. 

 

We found that, in contrast to the loss of BMP9, the loss of 

BMP10 had no significant effect in the E0771 mammary 

carcinoma model and the loss of both BMP9 and BMP10 in the 

double-Knockout mice did not lead to a stronger phenotype than 

the single loss of BMP9. This was not due to tamoxifen injection 

as Gdf2-KO mice injected with tamoxifen also showed 

significantly increased tumor growth (data not shown). 

Tamoxifen injection led to a 90% decrease in BMP10 circulating 

levels. It is unlikely, that the remaining 10% of BMP10 could 

explain the lack of effect. Our results rather support that BMP10 

does not play an important role in this breast tumor model. It is 

interesting to note that loss of BMP9 is sufficient to affect tumor 

development in this mammary carcinoma model. This supports 

that, in contrast to post-natal model of angiogenesis or vascular 

remodeling [17,20,23], there is no redundancy between BMP9 

and BMP10 in this tumor context. This absence of redundancy 

could be due to differences between physiological and tumor 

angiogenesis or due to the fact that the role of BMP9 and 

BMP10 might be different in newborns and adults. Indeed, we 

have previously shown that blocking BMP10 with a neutralizing 

antibody in newborn Gdf2
−/−

 mice led to the death of these pups 

within few days [23], which is not the e here in adult mice. 

 

Conclusions  
 

There are currently several anticancer drugs targeting ALK1 or 

its ligands in phase I/II of clinical development although with 
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limited beneficial results so far [5,25]. Our present work 

highlights the need of performing detailed mechanistic studies 

prior to pursuing clinical testing of drugs impinging this 

pathway. Our studies show that targeting BMP9 or BMP10 

differently affect tumor growth, angiogenesis and metastatic 

dissemination. These data also support that targeting specifically 

BMP9 rather than ALK1 or endoglin, that will affect both 

ligands, could be more appropriate. It also addresses the question 

whether blocking this pathway is relevant in cancer treatments 

as, at least in this mammary mouse model, loss of BMP9 

increases tumor growth and lung metastasis. Anti-angiogenic 

treatments have slightly changed optic recently and it is not clear 

whether drugs should block angiogenesis, sustain vessel 

normalization or promote vascularization [50]. Thus, BMP9 

might be an interesting quiescence factor in the context of vessel 

normalization but in this e, we might want to activate this 

pathway by giving recombinant BMP9 in cancer than rather 

blocking it and to combine it with current chemotherapies or 

immunotherapies. 
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Figure S1. Characterization of E0771 cells in vitro and their response to 

BMP9.  

 

 
 
Figure S2. VEGF-A levels in the E0771 mammary cancer model.  
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Figure S3. Gdf2 deletion has no impact on tumor lymphangiogenesis in the 

E0771 breast cancer model.  

 

 
 

Figure S4. BMP9 mRNA levels in liver of Bmp10-cKO mice.  
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Abstract  
 

The growth and dissemination of solid tumors heavily relies on 

angiogenesis, making it an attractive therapeutic target in cancer. 

Tumor angiogenesis is orchestrated by a plethora of secreted 

factors and signaling pathways. The initial inhibition of the 

VEGF-pathway, despite successful preclinical studies, yielded 

only modest clinical benefits in patients, promoting the search 
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for other anti-angiogenic targets. The BMP9/10-ALK1-endoglin 

pathway is an important regulator of vascular development. This 

pathway has been investigated by multiple groups as a 

therapeutic target for tumor angiogenesis inhibition. For that, 

various pharmacological and genetic means were used to target 

different components of this pathway. Here, we recapitulate the 

outcome of most cellular, preclinical and clinical studies 

targeting BMP9/10-ALK1-endoglin pathway as an attempt to 

block tumor angiogenesis. 

 

Introduction  
 

Angiogenesis, the formation of new blood vessels from pre-

existing ones, is active during physiological development to 

provide the growing tissues with an adequate supply of oxygen 

and nutrients while removing metabolic wastes. In adulthood, the 

vascular tree generally reaches a quiescent state, with few 

exceptions including wound healing and the female menstrual 

cycle. This vascular quiescence is tightly regulated by a variety 

of pro-angiogenic and anti-angiogenic factors that coordinate 

angiogenic processes in a spatiotemporal manner [1]. Vascular 

endothelial growth factor (VEGF), basic fibroblastic growth 

factor (bFGF), angiogenin, thrombospondin (TSP), 

angiopoietins, and transforming growth factor-β (TGF-β) are all 

examples of angiogenic factors that control the ON-OFF 

angiogenic switch [2]. In solid malignancies, dysregulation of 

the angiogenic switch towards the pro-angiogenic phenotype 

promotes the development of a highly vascularized niche that 

supports tumor growth and provides an escape route for 

metastatic dissemination [3]. Therefore, inhibition of tumor 

angiogenesis is considered an important therapeutic strategy in 

cancer treatment [4].  

 

The main goal of anti-angiogenic therapies is to abrogate the 

formation of new blood vessels within the tumor, in an attempt 

to deprive cancer cells from oxygen and nutrients, and 

consequently inhibit tumor growth and progression. Moreover, 

tumor induced angiogenesis is associated with the formation of 

aberrant vascular network characterized by acidosis, interstitial 

hypertension and hypoxia. This abnormal microenvironment 
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endangers the efficacy and proper delivery of therapeutics to 

solid tumors [5]. Therefore, the development of anti-angiogenic 

therapies and combining them with cytotoxic drugs constitutes 

an important aspect in cancer therapies.  

 

Targeting VEGF signaling has been demonstrated as the prime 

antiangiogenic target in the clinic for the last two decades. Anti-

VEGF therapies, including blocking antibodies against VEGF 

(bevacizumab), kinase inhibitors (sunitinib, imatinib, sorafenib, 

axitinib and regorafenib), and decoy receptors, have been 

included in the first line therapies against advanced and 

metastatic cancers [6]. Unfortunately, in contrast to the 

promising results from preclinical studies, the use of this 

monotherapy has yielded only modest therapeutic benefit in 

some tumor types, failed in others and was associated with the 

generation of resistant and more aggressive tumors [7,8]. Hence, 

alternative and/or complementary therapeutics directed at novel 

targets of vascular development are urgently needed. 

 

Members of the Transforming growth β (TGF-β) superfamily of 

signaling molecules have been previously described as important 

modulators of vasculogenic and angiogenic processes. Among 

them, BMP9 and BMP10, which bind with high affinity to a 

signaling complex of receptors composed of activin receptor-

like-kinase-1 (ALK1) and endoglin [9] which are mostly 

expressed on endothelial cells, play an essential role in vascular 

development [10]. This signaling complex is composed of two 

type I receptors (ALK1), two type II receptors (BMPRII, 

ActRIIA or ActRIIB) and the co-receptor endoglin. Both type I 

and type II receptors possess Serine/Threonine kinase activities. 

Binding of BMP9/10 to this receptor complex leads to the 

phosphorylation of ALK1 by the constitutively active type II 

receptor. Consequently, activated ALK1 phosphorylates 

transcription factors known as Smads that modulate target gene 

expression [9,11,12]. Endoglin is a homodimeric cell-surface co-

receptor that lacks enzymatic activity and functions as a co-

receptor in association with ALK1, enhancing ALK1 signaling 

[13]. ALK1 and endoglin display highly similar expression 

patterns, being mostly restricted to endothelial cells. Complete 

genetic ablation of either ALK1 or endoglin in mice results in 
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embryonic lethality due to impairment of blood vessel 

development [14]. In addition, heterozygous loss-of-function 

mutations in either gene in humans give rise to two closely 

related forms of the vascular disorder hereditary hemorrhagic 

telangiectasia (HHT) [15]. 

 

Interestingly, an elevated expression level of both ALK1 and 

endoglin was reported in the angiogenic tumor endothelium 

[16,17] and the BMP9/10-ALK1-endoglin pathway was 

proposed to be involved in resistance to anti-VEGF therapy in 

tumors [18]. In addition, BMP9 is known to regulate the 

development of lymphatic vessels [19,20], which has 

implications for metastatic spread of tumor cells through 

lymphatic vasculature [21]. As a result, the BMP9/10-ALK1-

endoglin signaling pathway emerged as an interesting candidate 

target for anti-angiogenic cancer therapies. Consequently, 

extensive in vitro and in vivo studies have been performed in the 

past two decades to investigate the implication of this pathway in 

tumor angiogenesis, using multiple cancer models. Most 

preclinical studies revealed promising anti-angiogenic responses, 

giving rise to several clinical trials aiming to improve the overall 

survival of cancer patients. Here, we provide a brief overview of 

the cellular, preclinical and clinical studies targeting BMP9/10-

ALK1-endoglin pathway as an attempt to block tumor 

angiogenesis. 

 

Targeting ALK1 as an Anti-Angiogenic 

Therapy in Cancer  
 

Different biological compounds have been designed/identified to 

interfere with ALK1 signaling including the BMP type-I receptor 

inhibitors LDN-193189 [22], OD16 and OD29 [23], and the 

miRNA miR-199b-5p [24], all of which have demonstrated 

effective inhibition of ALK1 signaling. However, the specificity 

of designed drugs and crosstalk with other pathways make it 

difficult to predict the final outcome of such inhibitors. For this 

reason, targeting ALK1 have been majorly studied in the context 

of tumor angiogenesis through highly specific designed products 

such as ALK1-Fc fusion ligand trap (dalantercept/ACE-041) 

developed by Acceleron Pharma Inc [25], and PF-03446962 
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(fully human antibody that targets extracellular domain of 

ALK1) developed by Pfizer [26], both of which have been 

implicated in independent clinical trials. 

 

Preclinical Studies  
ALK1 Ligand Trap  

 

The characterization of the ALK1-Fc fusion protein has 

demonstrated its ability to specifically trap BMP9 and BMP10, 

but not any other ligand of the TGF-β family [27]. In vitro 

studies showed that dalantercept, and its mouse counterpart 

RAP-041, inhibited BMP9 and BMP10 induced Smad1/5 

phosphorylation and downstream signaling (e.g, id1 gene 

expression), without affecting TGF-β induced Smad2 

phosphorylation [27,28]. Moreover, functional assays showed 

that dalantercept blocks cord formation and endothelial sprouting 

in vitro in human umbilical vein endothelial cells (HUVEC), as 

well as FGF induced neovascularization and VEGF-induced 

vessel formation in vivo in a chick chorioallantoic membrane 

(CAM) assay [27]. The anti-tumor effects of ALK-1 Fc were 

primarily investigated through the application of RAP-041 in rat 

insulin promoter – SV40 large T antigen (RIP1-Tag2) model of 

pancreatic neuroendocrine tumorigenesis. Results showed an 

impaired tumor growth already after 2 weeks [28] and a decrease 

in the number of hepatic micro metastasis compared to the 

control cohort after a prolonged 4-week treatment [29]. Similar 

results have been obtained by blocking metastatic dissemination 

in the transgenic spontaneous mouse mammary tumor virus 

(MMTV)-polyoma middle T antigen (PyMT) and the syngeneic 

transplantable E0771 breast cancer models [30]. Likewise, 

dalantercept reduced  tumor burden in MCF-7 mammary 

adenocarcinoma orthotopic model [27]. On the other hand, in 

another study of poorly/non-metastatic melanoma, breast, head 

and neck cancer, no effect was observed on primary tumor 

growth at the experimental endpoint following the use of RAP-

041 as a monotherapy [31]. 
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ALK1 Antibody  

 

The ALK1 antibody (PF-03446962) directly binds to the 

extracellular domain of ALK1 (residues 42-56) with a high 

affinity, but doesn’t bind to other closely related ALKs, such as 

ALK2/3/4/5/or ALK7, thus reducing potential off-target effects. 

In vitro studies demonstrated that PF-03446962 prevented 

binding of BMP9 to endothelial cells (ECs), inhibited BMP9-

induced Smad1 phosphorylation, and BMP responsive element 

(BRE)-luciferase transcriptional reporter activity [32]. Moreover, 

the monoclonal antibody efficiently blocked serum-induced 

Smad1 phosphorylation, migration, endothelial sprouting, as 

well as tube formation in HUVECs [32,33]. Similarly, a 

reduction in tumor growth and inhibition of both microvascular 

and lymphatic vessel density has been reported in MDA-MB-231 

human breast cancer xenografts when using PF-03446962 [33]. 

 

Although both strategies are directed to block the signaling 

through ALK1, the modes of action of dalantercept and PF-

03446962 are distinct, one blocking the ligands the other 

blocking the receptor. Both approaches demonstrated that 

ALK1-targeting induces changes in the vascular network and 

subsequent alterations in the tumor microenvironment, described 

through in-depth vasculature characterization using several 

approaches such as monitoring pericyte coverage, vascular 

perfusion, as well as sprouting and leakiness of the vessels [30-

34], all of which are critical factors that describe what is known 

by “vascular normalization”. In the context of tumor anti-

angiogenic therapies, the vascular normalization hypothesis 

states that antiangiogenic therapy aims to restore the balance 

between pro- and antiangiogenic factors back towards 

equilibrium. As a result, vessel structure and function become 

more normal: vessels are more mature with enhanced 

perivascular coverage, blood flow is more homogeneous, vessel 

permeability and hypoxia are reduced, and importantly the 

delivery of systemically administered anticancer therapies into 

tumors is more uniform [35]. Nevertheless, contradicting data 

have been described when assessing the functionality of the 

tumor-associated vasculature following administration of either 

RAP-041 or PF-03446962. For instance, PF-03446962 
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quantitatively disrupted vascular normalization in M24met/R 

xenograft tumors [33], while ALK1-Fc treatment that increased 

coverage of tumor endothelial cells by NG2-expressing cells (i.e. 

pericytes) [31]. Hu-lowe et al [33] displayed that flow rates were 

only affected in large, functional blood vessels, whereas smaller 

ones were unaffected. Contradictory to this result, Hawinkels et 

al [31] described a slight increase in perfusion. These results 

demonstrate that targeting the same receptor by two different 

approaches in different tumor models yields different results, and 

suggests more investigation of the underlying mechanisms 

following ALK1 activation. 

 

Alk1+/- Mice  

 

Other means of targeting ALK1 signaling as a therapeutic 

approach in cancer angiogenesis include genetic approaches 

using heterozygote mice. Cunha et al reported that blunted 

ALK1 expression using RIP1-Tag2; Alk1
+/-

 mice showed a 

significant retardation in tumor progression through the 

angiogenic switch, reduced de novo tumor growth, and impaired 

angiogenesis in comparison to RIP1-Tag2; Alk1
+/+ 

mice, 

consistent with results of using RAP-041 which has been 

addressed in this same work [28,29].  

 

Combinatory Treatments  

 

Combinatorial treatments of ALK1-blocking agents with other 

targeted therapies have also shown promising results in targeting 

both tumor angiogenesis and progression. For instance, 

combined use of ALK1-Fc fusion along with chemotherapy 

(Doxorubicin or Cisplatin) has shown increased cytotoxic effect 

and impaired tumor growth in melanoma, head and neck cancer, 

and breast cancer models [31]. Likewise, in experimental breast 

carcinomas, RAP-041-induced blunted vessel density was 

further diminished in combined therapy group (RAP-041 + 

Docetaxel), accompanied by a significant reduction in the 

metastatic count in the lungs [30]. Moreover, Dual targeting of 

VEGF and BMP9/10 signals using a newly designed 

ALK1FLT1-Fc (ALK-Fc fused to VEGFR1-Fc) trap 

significantly inhibited both angiogenesis and growth of human 
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BxPC3 pancreatic tumor xenografts [36]. Of note, co-

administration of RAP-041 and VEGFR2 neutralizing antibody 

DC101 showed no additional therapeutic benefit in MMTV-

PyMT breast cancer model [30]. Interestingly, tumors described 

previously as resistant to VEGF inhibitors showed a significant 

decrease in tumor burden and associated vasculature when 

exposed to PF-03446962, through a mechanism suggesting 

disruption of vascular normalization phenotype induced by 

bevacizumab [33]. It was also shown that combinatorial use of 

dalantercept with the VEGFR2 tyrosine kinase inhibitor sunitinib 

leads to tumor stasis in renal cell carcinoma [37]. 

 

Clinical Trials  
 

The results obtained from preclinical studies of the two ALK1 

targeting agents in different cancer models prompted several 

clinical trials to assess safety, pharmacokinetics, 

pharmacodynamics, and anti-tumor efficacy in patients with 

advanced cancer, either as monotherapy or in combination with 

other antiangiogenic approaches. Phase I clinical trials in 

patients with different tumors, including non-small lung cancer 

carcinoma, hepatocellular carcinoma (HCC), persistent or 

recurrent ovarian carcinoma and related malignancies, as well as 

relapsed/refractory multiple myeloma showed that both 

dalantercept and PF-03446962 were generally well tolerated, 

gave promising and motivating responses, and had a manageable 

safety profile distinct from that of anti-VEGF therapy [26,38-

40]. None of the patients enrolled in these clinical trials 

displayed the most severe adverse events (AE) reported 

following bevacizumab treatment (gastrointestinal perforation, 

impaired wound healing, and serious bleeding). Commonly 

observed AE upon dalantercept administration were peripheral 

oedema, fatigue and anemia, whilst fatigue, nausea and 

thrombocytopenia (not associated with bleeding) were typical of 

PF-03446962 infusion [25,26]. Moreover, several patients 

enrolled in these trials developed telangiectases, which are often 

observed in HHT patients, demonstrating an on-target effect of 

blocking ALK1 receptor signaling. Though safe, independent 

phase II clinical trials utilizing dalantercept as monotherapy in 

patients with recurrent/persistent endometrial carcinoma, ovarian 
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carcinoma, and squamous cell carcinoma of the head and neck 

revealed insufficient single agent activity with limited efficacy 

that did not reach the intended primary endpoint [41-43]. 

Similarly, phase II clinical trials assessing the efficacy of PF-

03446962 in pre-treated patients with refractory urothelial cancer 

and advanced malignant pleural mesothelioma demonstrated no 

or limited activity as single drug [44,45]. 

 

Acceleron Pharma Inc has recruited patients to test efficacy of 

combining dalantercept with sorafenib and axitinib in advanced 

HCC and renal cell carcinoma (RCC), respectively. Results from 

the dose-escalation and expansion cohorts evaluating the 

combination of dalantercept plus axitinib in advanced RCC 

showed that the combination of these two therapies is well 

tolerated and associated with a clinical response [46]. However, 

the phase II trial of this combination in RCC patients showed 

that the addition of dalantercept to axitinib did not appear to 

improve treatment-related outcomes in previously treated 

patients with advanced RCC reporting 1 treatment related death 

and a lower objective response rate in the combination group 

(19%) in comparison to placebo plus axitinib (24.6%). Likewise, 

combinatorial phase Ib study of dalantercept and sorafenib 

showed no improvement in antitumor activity in patients with 

HCC [47]. In a similar fashion, Pfizer also tested the 

combination of PF-03446962 with regorafenib in patients with 

refractory metastatic colorectal cancer, however the combined 

therapy was associated with unacceptable toxicity and did not 

demonstrate notable clinical activity in these patients [48]. 

 

Targeting Endoglin as an Anti-Angiogenic 

Therapy in Cancer  
 

Another proposed anti-tumorigenic target within the ALK1 

signaling pathway is endoglin (CD105). Several lines of 

evidence support the rationale for targeting endoglin as a novel 

anti-angiogenic therapy in cancer. Endoglin is highly expressed 

on the tumor-associated vascular and lymphatic endothelium, 

and its expression holds prognostic significance in certain tumors 

[17]. In addition, gene expression profiling of circulating 

endothelial cells (CEC), which are elevated in the blood of 
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cancer patients and are thought to contribute to tumor 

angiogenesis, revealed an increase of endoglin expression of 

CEC-enriched samples from metastatic patients compared to 

healthy subjects [49]. Moreover, a soluble form of endoglin, 

which is shed following cleavage of the membrane-bound form 

by matrix metalloproteinase 14 [50], is detected in the serum of 

patients with different solid tumors [17]. Last but not least, anti-

VEGF was shown to increase endoglin expression on tumor-

endothelial cells [51], in line with suggestions implicating the 

ALK1 signaling pathway in resistance to anti-VEGF therapies. 

 

With that, several groups focused on targeting endoglin to 

suppress tumor angiogenesis, either by directly blocking 

endoglin using an antibody raised against it or by sequestering its 

ligands through an endoglin ligand trap composed of the 

extracellular region of endoglin fused to an immunoglobulin Fc 

domain (Eng-Fc).  

 

Preclinical Studies  
Endoglin Antibody  

 

In vitro, TRC105, a chimeric antibody that binds human 

endoglin with high avidity, triggered the apoptosis of HUVECs 

through antibody-dependent cellular cytotoxity [52]. 

Preclinically, SN6j, a parental antibody of TRC105, showed 

promising anti-tumorigenic effects without significant side 

effects. Antibody treatment reduced microvessel density and 

angiogenesis in multiple metastatic tumor models and 

suppressed tumor metastasis, leading to prolonged survival of 

the tumor-bearing mice [53]. In addition, combination of SN6j 

with the chemotherapeutic agent cyclophosphamide 

synergistically enhanced antitumor efficacy [54]. 

 

Endoglin Ligand Trap and Genetic Targeting  

 

Endoglin ligand traps also triggered anti-angiogenic responses 

both in vitro and in vivo. Exogenous treatment or expression of 

HUVECs with Eng-Fc efficiently inhibited spontaneous and 

VEGF-induced sprouting on matrigel and in 3D collagen 

matrices [50]. In vivo, Eng-Fc blocked angiogenesis by 
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suppressing VEGF-induced vessel formation or sprouting in 

CAM assay and angioreactors respectively. The ligand trap also 

successfully decreased tumor burden in a colon-26 

adenocarcinoma model [55]. Contrary to these findings, one 

group exploring the impact of single or dual genetic targeting of 

ALK1 and endoglin on tumor angiogenesis reported no effect of 

genetic ablation of one copy of the Eng gene on tumor 

angiogenesis and growth in a mouse model of pancreatic 

neuroendocrine tumors [56]. On the other hand, reducing Acvrl1 

gene dosage in the same model decreased tumor vasculature and 

delayed tumor growth. Interestingly, dual targeting of Acvrl1 

and Eng, through genetic ablation of one copy of each gene, 

resulted in a synergistic reduction of overall tumor burden, 

suggesting a beneficial impact of combinatorial targeting of 

ALK1 and endoglin. The different effects of endoglin targeting 

on tumor angiogenesis could be explained by the different levels 

of target inhibition when using antibodies versus genetic ablation 

of a single Eng allele or by inherent differences between disease 

models rendering some more responsive to therapy than others.  

 

Clinical Trials  
 

The encouraging preclinical results led to some phase I clinical 

studies assessing TRC105 safety, pharmacokinetics and anti-

tumor efficacy in patients with advanced or metastatic solid 

tumors [57,58]. In these studies, TRC105 resulted in a short-term 

stable disease in some patients with two showing exceptional 

ongoing responses after 18 and 48 months. The safety 

assessment of TRC105 identified well-tolerated adverse events 

at clinically relevant doses mostly comprising infusion reactions, 

low-grade headaches and anemia that is probably caused by 

suppression of endoglin-expressing proerythroblasts. 

Interestingly, some patients receiving TRC105 developed 

mucocutaneous telangiectases [58] or epistaxis [57], well known 

symptoms of the vascular disorder HHT caused by endoglin or 

ALK1 mutations, demonstrating on-target effect of TRC105. 

Finally, TRC105 treatment induced a significant induction of 

VEGF levels in patients of one study, which could be a potential 

compensatory mechanism for the anti-angiogenic effect of 

TRC105 [57]. This further encouraged combination therapies 
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comprising TRC105 and anti-VEGF treatments, which is 

feasible due to the distinct identified safety profile of TRC105 

compared to anti-VEGF therapies.  

 

These studies were followed by a phase II clinical trial assessing 

the tolerability and efficacy of TRC105 administration on 13 

heavily pre-treated patients with urothelial carcinoma. TRC105 

was once again well-tolerated, but its anti-tumor activity was not 

satisfactory with only 2 patients achieving stable disease for 4 

months and a median overall survival of 8.3 months [59]. 

However, in this study TRC105 seemed to have a positive 

impact on immune subsets, notably regulatory T cells, 

suggesting potential benefit for combining TRC105 with 

immunotherapy. In support of that, enhanced therapeutic effects 

were recently reported when combining TRC105 with PD1 

inhibition in four preclinical cancer models [60]. 

 

Another phase II study aimed to investigate the efficacy of 

TRC105 administration in HCC patients that have previously 

progressed on sorafenib. Evidence of clinical activity was not 

enough to proceed [61], but combination therapy with sorafenib 

in HCC was tested in a following phase I trial [61]. The 

combination of both agents was well-tolerated using the 

recommended single agent doses and encouraging activity 

triggered the launch of a phase II study. A few other clinical 

trials assessed the combination of TRC105 with other VEGF-

targeting agents such as bevacizumab [62,63] and axitinib [64]. 

The combination of TRC105 with bevacizumab was well-

tolerated [62]. Despite initial reports showing clinical response, 

TRC105 addition to bevacizumab failed to improve progression-

free survival in patients with refractory metastatic RCC [63]. 

Following this trial, TRC105’s efficacy was assessed with 

axitinib instead of bevacizumab in metastatic RCC patients. This 

combination therapy was also well-tolerated and provided 

encouraging evidence of activity leading to further investigations 

[64]. 

 

 

 

 



Immunology and Cancer Biology 

13                                                                                www.videleaf.com 

Targeting BMP9 and BMP10 as an Anti-

Angiogenic Therapy in Cancer  
 

Most preclinical studies addressing the role of the ALK1 

signaling pathway in tumor angiogenesis relied on the 

pharmacological targeting of ALK1 or endoglin, either using 

neutralizing antibodies or soluble forms of ALK1 or endoglin. 

However, these approaches globally suppress the signaling 

pathway without considering potential specific roles of BMP9 

versus BMP10 in tumor angiogenesis. By following tumor 

growth and dissemination in a syngeneic orthotopic mammary 

cancer model genetically deficient in Bmp9, Bmp10 or both, we 

showed that deletion of Bmp9, but not Bmp10, increases tumor 

vascular density and decreases vessel normalization, leading to 

enhanced tumor growth and metastasis [65]. In addition, mice 

deficient in both Bmp9 and Bmp10 did not show any added 

therapeutic benefit compared to Bmp9-deficient mice. These 

results suggest that BMP10 targeting can be omitted, and 

specific targeting of BMP9 rather than ALK1 or endoglin could 

be more suitable in this model. Interestingly, this study also 

highlighted BMP9 as an angiogenic quiescence factor that 

promotes vessel normalization. In this case, activating the BMP9 

pathway rather than blocking it can provide new means for 

cancer therapy, especially when combined with chemo- or 

immunotherapies [65]. In line with the role of BMP9 as a 

vascular quiescence factor, Bmp9 deficiency in a pancreatic 

neuroendocrine tumor model led to hyperbranching and 

increased metastases, despite a contradictory decrease in tumor 

growth [56]. On the other hand, blocking BMP9 through a 

monoclonal anti-BMP9 antibody showed anti-tumor activity and 

an increase in the normalization of tumor blood vessels in a 

model of RCC [66]. All in all, targeting different components, 

and sometimes even the same element, within a signaling 

pathway can yield different or opposing outcomes in different 

models.  

 

Conclusion  
 

The BMP9/10-ALK1-endoglin pathway is an important regulator 

of vascular development that recently captivated the attention of 
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the scientific and medical community as a target for inhibiting 

tumor angiogenesis and growth [67]. Several groups attempted 

to block different components of this pathway (ALK1, endoglin 

or BMP9) using distinct pharmacological and genetic means 

either alone or in combination with chemo- or antiangiogenic 

therapy. Despite the encouraging reported effects of blocking 

this pathway on tumor angiogenesis and growth in most 

preclinical models tested, single agent therapies in patients with 

different solid malignancies generated only modest effects. In 

this regard, combinatorial clinical trials integrating BMP9/10-

ALK1-endoglin and other pathways targeting agents are still 

ongoing with the hope of better potential.  

 

Targeting the tumor vasculature to “starve a tumor to death” 

instead of targeting tumor cells with chemotherapeutic drugs was 

conceived over four decades ago and has led to the development 

of antiangiogenic drugs approved in cancer since now two 

decades. However, antiangiogenic therapies so far have not 

fulfilled expectations and provide only transitory 

improvements. More recent work is now proposing the opposite, 

that is to promote angiogenesis in order to increase influx of 

chemotherapeutic drugs into tumor cells
 

[68]. It will be 

interesting in the future to see how the BMP9/10-ALK1-

endoglin pathway will fit into this new hypothesis. 
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Abstract  
 

iNKT cells are a subpopulation of T lymphocytes with a 

characteristic semi-invariant TCR that recognizes lipid antigens 

displayed in CD1d molecules. Their maturation and 

differentiation into different subsets occur in the thymus. While 

only a small population remains in the thymus, iNKT cells reside 

in tissues and scarce quantity are detected in the periphery. Upon 

activation, they can promptly secrete high levels of cytokines 

and interact with several types of immune cells of both the innate 

and adaptive immunity rendering them the bridge between both 

immunities. iNKT cells can have a direct cytotoxic effect which 

allows them to respond strongly against several pathogenic 

infections, where they have shown to be responsible for bacterial 

clearance. Outstandingly, iNKT cells have demonstrated a 

crucial role in tumor immunosurveillance in both murine and 

human studies. They are able to modify the tumor 

microenvironment, directly target CD1d positive tumor cells, 

and activate immune cells of both the innate and adaptive 

immunities designating them an aim for immunotherapy. Indeed, 

various groups are working on activating iNKT cells or 

retargeting them against cancers to use them as anti-tumor 

therapy and they have demonstrated a beneficial outcome. 
 

Introduction  
 

NKT (Natural Killer T) cells were first described back in the 

1990s as a T cell subset expressing a semi-invariant TCR (T cell 

Receptor) and having a memory-like phenotype that express the 

NK (Natural Killer) surface marker NK1.1 [1,2]. The TCR is 

comprised, in mice, of a canonical Vα14 and Jα18 TCR α chains 

combined with a TCR β chain of either Vβ8, Vβ7 or Vβ2. 

Human NKT cells express a homologous TCR composed of 

Vα24-Jα18 TCR α chains combined with a Vβ11 TCR β chain. 

The TCR recognizes lipid antigens presented by the non-

polymorphic MHC (major histocompatibility complex) class I-

related molecule CD1d [3]. The CD1d-restricted NKT cells form 

two major types: type I NKT also referred to as iNKT (invariant 

NKT) due to their expression of the formerly described semi-

invariant TCR and type II NKT cells that display a more diverse 
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TCR with different antigen specificity [4]. Due to the larger TCR 

diversity in type II NKT cells and the lack of a specific marker 

that is capable of identifying them, they are not as excessively 

studied as NKT type I cells. Moreover, while they both play 

important roles in immunity, in this review the focus will be on 

type I NKT cells regarding their development and differentiation 

into different subtypes, activation, and function in immunity in 

general and anti-tumor immunity specifically. 
 

Overview of iNKT Cell  
 

The initial description of NKT cells is considered a simplified 

definition and not entirely accurate. A more advanced definition 

was later established based on their function in being a bridge 

between the innate and the adaptive immune system since they 

retain features from both. As it will be detailed later on in the 

review, iNKT cells are capable of rapidly secreting high levels of 

cytokines and interacting with other cells in the immune system. 

 

iNKT cells are distributed all along the body and can be found in 

the blood, bone marrow, lungs, gastrointestinal tract, spleen, and 

skin of mice as well as the liver which has the highest frequency 

for up to 30%. In humans, iNKT cells distribution in the 

periphery seems similar to that of mice but at lower frequencies. 

For example, in the liver the iNKT cells constitute a much lower 

percentage than in mice for a maximum of 1%. In peripheral 

blood, their range varies among individuals from undetectable to 

a maximum of 3% [5]. 

 

iNKT cells express semi-invariant TCR and NK cells markers, 

such as NK1.1, NKG2D and Ly49. They are CD69+, CD62Llow, 

CD44high, and CD122high rendering their phenotype as memory/ 

activated-like phenotype. iNKT cells in mice can either express 

CD4+ or be DN (double negative), CD4 and CD8 negative. On 

the other hand, in humans iNKT cells can express CD8 

molecules [6]. The semi-invariant TCR recognizes lipid antigens 

that can be cell endogenous or derived from bacteria. αGalCer (α 

galactosylceramide) is a prototypical glycolipid widely used to 

activate iNKT cells. It comprises an αgalactosyl head and a 

ceramide base and was originally extracted from marine sponge, 



Immunology and Cancer Biology 

4                                                                                www.videleaf.com 

Agelas mauritianus, based on its anti-tumor activity [7]. The 

endogenous lipids can be α- linked glycosylceramides [8], while 

the bacterial lipids share a common structure of that could be 

either ceramide or glycerol. In addition, it has been reported also 

that CD1d can bind cell endogenous phospholipids [9,10]. Both 

acyl chains bind inside the CD1d grove and the polar head 

emerge out of CD1d that binds to the TCR of iNKT. 

 

The lipid antigens are represented to iNKT cells in a CD1d 

restricted manner. CD1d belongs to the CD1 family which is 

similar to the MHC class I in structure consisting of 3 

extracellular domains α1, α2, and α3 binding to a β2 

microglobulin. Unlike MHC class I, CD1 molecules are non-

polymorphic and display high degree of similarity. The members 

of the CD1 family can be divided into 3 groups: group 1 

consisting of CD1a, CD1b, and CD1c, group 2 comprising 

CD1d, and group 3 including CD1e. Group 1 CD1 is expressed 

in humans and not in mice, preferentially on APC (antigen 

presenting cells). On the other hand, CD1d is present in both 

mice and humans, and its expression is not limited to APC but 

also on hematopoietic and non-hematopoietic cells, such as 

epithelial cells and keratinocytes. [11,12]. CD1e is also present 

only in humans, and it localize in lysosomes where it facilitates 

the loading of lipid antigens on group 1 and 2 CD1 molecules 

[13]. 
 

Thymic Selection and development of iNKT Cells  
 

iNKT cells differentiation and development occur in the thymus. 

iNKT cells develop from DP (double positive) precursors that 

stochastically rearrange the semi-invariant TCR and are 

positively selected by homotypic interaction with other immature 

DP thymocytes expressing CD1d. This is in sharp contrast with 

the conventional MHC-restricted T cells that are selected at the 

DP stage by thymic epithelial cells. Furthermore, and again 

unlike T cells, thymic iNKT cells undergo activation and 

expansion, leading to the acquisition of an effector/memory 

phenotype before emigrating into the periphery [14–16]. The 

expression of the semi-invariant TCR and other additional 

phenotypic markers has divided iNKT cell development in 
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different stages. Stage 0, which is referred to as the positive 

selection of iNKT cells, the semi-invariant TCR expressed on the 

DP thymocyte recognizes endogenous-glycolipids bound to 

CD1d molecules expressed on another DP thymocytes. The 

expression of CD1d on DP thymocytes, specifically, is crucial 

for iNKT cells development [6,15]. As shown by experiments 

with CD1d knockout mice, iNKT cells did not develop and were 

not detected [17]. However, when the expression of CD1d on DP 

thymocytes was restored iNKT cells developed normally and 

proved to be functional in ex-vivo assays [18]. In addition, the 

interaction of SLAM (signaling lymphocytic activation 

molecules) family (SLAMf1 and SLAMf6) between the DP 

thymocytes generates another signal, which together with the 

signal arising from the TCR-CD1d interaction lead to the 

recruitment of SAP (SLAM-associated protein) and Src Kinase 

Fyn that are crucial for NKT development [19] and trigger the 

downregulation of HSA (Heat Stable Antigen or CD24) and the 

upregulation of CD44 and DX5 [15]. Stage 1 comprises CD44-

NK1.1- iNKT precursors that are defined naive. Stage 2 

comprises CD44+NK1.1- iNKT precursors that acquire an 

effector/memory phenotype. Stage 3 defines CD44+NK1.1+ 

iNKT cells that have reached the terminal maturation stage. In 

parallel, maturing thymic iNKT cells also acquire effector 

cytokine expression, dividing them into IFNγ iNKT1, IL-4 

iNKT2 and IL-17 iNKT17 subsets [20]. iNKT cells may also 

undergo negative selection in the thymus; however, much less is 

known about this phase. The negative selection depends on the 

recruitment of SAP and Fyn Kinase as well as many downstream 

signaling pathways, such as that of NKκB, T-bet, and RORγ 

[15]. It has also been indicated that CD80 and CD86 co-

stimulatory molecules have important roles in thymic iNKT cells 

selections and maturation and that in their absence iNKT cells 

fail to mature thus resulting in a reduced thymic and peripheral 

iNKT count [21]. Thymic iNKT cells can become long resident, 

or emigrate to the peripheral compartment at stage 2, acquiring 

distinct phenotypic markers in different tissues and becoming 

tissue-resident cells. The iNKT cells in the periphery can either 

be positive for NK1.1 or negative. Nonetheless, studies have 

shown that the NK1.1- population has distinct features from its 

NK1.1+ counterparts and from the NK1.1+ iNKT that underwent 
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maturation in the thymus [22,23]. In addition, it has been shown 

that IL-15 has a critical role in the development, homeostasis and 

maintenance of the cytotoxic function of mature iNKT cells, in 

the periphery as well as in the thymus [24]. 

 

The different Subtypes of iNKT  
 

In the thymus, iNKT cells differentiate into several subtypes, 

which are similar to those of CD4+ T cells. Three different 

subsets have been distinctly identified: iNKT1, iNKT2, and 

iNKT17. 

 

Similar to CD4 Th1 (T helper) cells, iNKT1 profile is driven by 

the high expression of T-bet transcription factor, which is 

encoded by TBX21. Once activated, iNKT1 cells are able to 

secrete high amounts of IFNγ; however, unlike Th1 cells, they 

can also produce a notable amount of IL-4. These features 

permitted iNKT1 cells to have a cytotoxic function superior to 

all the other subtypes [25]. iNKT1 are mostly NK1.1+ and can 

be either positive or negative for CD4. They mostly reside in the 

liver and spleen [26,27]. iNKT2 cells are similar to Th2 cells in 

their secretion of IL-4 and IL-13 as well as IL-9 and IL-10. They 

are regulated by the high level of expression of PLZF 

transcription factor. iNKT2 are also abundant in the spleen, 

mesenteric lymph nodes, intestine and lungs. In the latter, iNKT2 

have been reported to produce airway hyperreactivity in an IL-25 

dependent manner [26,27]. It’s noteworthy to mention that CD4+ 

iNKT cells can differentiate into Th1 and Th2 cytokine-

producing phenotype, whereas CD4- iNKT cells can mainly 

produce Th1 cytokines [28]. iNKT17 cell are similar to Th17 

cells by their secretion of high level of IL-17 and are regulated 

by RORγt. They also express a considerable amount of PLZF 

transcription factor. They mostly reside in the lymph nodes, 

lungs, skin and in the spleen, but to lesser extent compared to 

other iNKT subtypes [26,27]. Recently, another iNKT subset 

that is capable of interacting with B cells has been described. 

These iNKT cells exhibit a phenotype similar to the classic Tfh 

(follicular helper T) cells expressing CXCR5 and PD-1 which 

required the expression of Bck-6 transcription factor. Therefore, 

they were referred to as iNKTfh. They have been shown to 
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provide help to B cells in an IL-21 dependent manner and lead to 

the formation of early germinal center [29,30]. However, unlike 

NKT1-2-17 subsets, the iNKTfh one is only detected in 

periphery and not in the thymus, suggesting that it is generated 

by the differentiation of mature cells. 

 

iNKT Cells Activation  
 

The activation on iNKT cells can occur in two different 

mechanisms, either antigen independent/ cytokine mediated or 

antigen dependent mechanism. Unlike T cells, whose activation 

is merely dependent on the antigen presented in MHC molecules, 

iNKT cells possessing innate characteristics can become 

activated upon infection and inflammation through a strong 

release of IL-12 and IL-18 produced by myelomonocytic cells 

[31]. Once a DC (dendritic cells) recognizes foreign molecules 

through the PRR (pattern recognition receptor) and becomes 

activated, the subsequent release of cytokines leads to the 

activation of iNKT cells. IL-12 was shown to be a crucial 

cytokine released by APCs in order to properly activate iNKT 

cells in vivo and in vitro and in its absence iNKT cells fail to be 

activated [32]. This is due to the fact that iNKT cells are 

especially sensitive to IL-12 due to the high expression level of 

IL-12 receptor on their surface. As mentioned earlier, iNKT cells 

express NKG2D receptor that recognizes stress-induced ligands 

MIC (MHC class I chain related) A and B protein families. 

NKG2D ligands have a restricted expression on normal cells but 

are overly expressed in cancerous and infected cells [33]. It has 

been demonstrated that iNKT cells can be activated through the 

engagement of NKG2D receptor on its surface in the absence of 

CD1d stimulation [34]. In addition, studies have demonstrated a 

role of the relatively new cytokine IL-33 in iNKT cells 

activation. It has been shown that IL-33, in combination with 

either TCR activation by αGalCer or IL-12, is capable of 

activating iNKT cells and induce consequent IFNγ release. IL-33 

was first described to be the ligand of a receptor expressed on 

mast cells and Th2 effector T cells and able to promote Th2 

immunity [35]. 
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The antigen dependent mechanism involves a strong lipid 

antigen presented to iNKT cells by CD1d molecules expressed 

on APC, with some reliance on cytokine release depending on 

the antigenic strength [32]. Several microbial lipids have been 

indicated to stimulate iNKT cells such as α-linked 

glycosphingolipids and diacylglycerol that are expressed by 

certain bacteria as Sphingomonas, Ehrlichia, and Borrelia 

burgdorferi [36]. Upon activation, iNKT cells release a wide 

range of cytokines which include IFNγ, TNFα, IL-2, IL-4, IL-10 

and several others. iNKT cells can exert their cytotoxic function 

through the release of perforin and granzymes and through the 

interactions of Fas/FasL [6]. Activated iNKT cells were noted to 

be short lived and can become anergic after prolonged exposure 

to the antigen [37,38]. However, a recent study demonstrated the 

presence of a long lived memory-like iNKT cells in the lungs of 

mice, capable of recognizing the antigen displayed in CD1d 

molecules and becoming activated within months after their first 

encounter [39]. These iNKT cells exhibit features found on 

memory T cells [40], such as the expression of KLRG1 (killer 

cell lectin-like receptor subfamily G, member 1). 

 

iNKT Cell Function in Immunity  
 

As previously mentioned, iNKT cells upon stimulation and 

activation can directly kill infected cells and promptly secrete 

high levels of cytokines and chemokines that in turn affect the 

functions of other immune cells. In fact, the rapid release of 

cytokines by iNKT cells, and in particular IFNγ and IL-4, could 

be traced to their high levels of pre-formed mRNAs that are 

normally expressed in a resting state [41], resulting in the 

secretion of IFNγ and IL-4 by most of the iNKT cells in the liver 

within couple of hours after antigen exposure [42]. This feature 

allows the crosstalk of iNKT cells with cells of both the adaptive 

and the innate immunity. Through IFNγ secretion, iNKT cells 

can recruit neutrophils to the site of infection contributing to an 

inflammatory response [31]. Studies have shown that iNKT 

cells-derived cytokines can activate CD4+ and CD8+ T cells. 

Together with IFNγ, the interaction between CD40 and CD40L 

on iNKT cells and APCs, such as DCs and macrophages, results 

in their potent activation, upregulation of costimulatory 
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molecules, and cytokine release. iNKT cells can also trigger the 

activation of NK cells through the release of IFNγ and IL-12 

[43]. In addition, through the release of several cytokines, iNKT 

cells can trigger a strong antibody release from B cells and aid in 

their memory formation through different approaches [44]. 

Furthermore, iNKT cells play a role in immunosurveillance by 

modulating the role of CD4+CD25+ T reg (regulator T) cells in 

an IL-2 dependent manner. The latter’s secretion by iNKT cells 

promote the proliferation of T regs [39]. 

 

Nonetheless, iNKT cells can exhibit direct cytotoxic function 

through their expression of FasL and secretion of high levels of 

granzymes and perforin. Studies have revealed that iNKT cells 

are capable of controlling bacterial infections through controlling 

their growth and elimination. During Brucella suis infection, for 

instance, which is a bacterium that can cause fever, arthritis and 

osteomyelitis, CD4+ iNKT cells are activated by lipid antigens 

bound to CD1d molecules expressed on macrophages and able to 

impair the growth of Brucella suis to subsequently trigger its 

clearance. This mechanism is achieved through Fas/ FasL 

interaction and the release of lytic granules by activated iNKT 

cells [46]. In addition, studies have shown that iNKT cells are 

also involved in the elimination of Borrelia burgdorferi, which is 

a bacterium that causes Lyme borreliosis. Liver iNKT cells 

become activated in the blood vessels by CD1d on macrophages 

expressing glycolipids of the joint-homing bacteria. 

Successively, the activated iNKT cells disrupt the bacterial 

spreading in the joints and lead to its elimination via their 

cytotoxic function mediated by granzymes release [47]. 

 

Besides bacterial clearance, iNKT cells have an important role 

during viral infections as well. During HBV (Hepatitis B virus) 

infection, the levels of Tim3 (T cell immunoglobulin and mucin 

domain 3), a negative immune checkpoint regulator, were 

upregulated on iNKT cells. These Tim3+ iNKT cells showed 

reduced cytotoxic function, which was successively reversed by 

Tim3 blockage. Subsequently, iNKT cells were able to inhibit 

the viral replication through the release of cytotoxic granules in 

addition to the expression of IFNγ and TNFα [48]. 
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The Role of iNKT Cells in Antitumor Immunity  
 

The discovery of immunity governed by iNKT cells against 

cancer goes back to the point where treatment with αGalCer 

granted protection from tumor progression [49]. This tumor 

immunosurveillance role of iNKT cells has been further 

validated in mouse models deficient in iNKT cells, where the 

tumor progressed compared to that of the wild type mice [50–

55]. Furthermore, iNKT cell count and functional activity have 

been found to be impaired in cancer patients of several types as 

compared to healthy donors [56], supporting the importance of 

iNKT cells in anti-tumor immunity. Moreover, infiltrating iNKT 

cells in primary colorectal cancers were correlated with better 

prognosis [57]. Similar findings were observed in children 

neuroblastoma, in which infiltrating iNKT cells were associated 

with long term disease free survival [47]. 

 

iNKT cells exhibit an indirect effect on tumor’s growth via 

IFNγ-dependent activation of anti-tumor CD8+ CTL and NK 

responses (50) and modulation of suppressive myeloid 

populations in the TME (tumor microenvironment). iNKT cells, 

preferentially iNKT1 cells, have been shown to modify the TME 

through their interaction with TAM (tumor associated 

macrophages) exhibiting M2 phenotype, which promotes tumor 

growth and progression. One method utilized by iNKT1 cells is 

the direct killing of TAM through the recognition of tumor-

derived glycolipids loaded on CD1d molecules. 

Correspondingly, co-transferring of monocytes and iNKT cells 

to tumor bearing mice suppressed tumor growth through the 

killing of monocytes [59]. Besides, iNKT cells exhibit other 

tactics regarding TME modification, in which the production of 

GM-CSF (granulocyte monocyte – colony stimulating factor) 

skew the M2 phenotype towards a functional M1 polarized 

phenotype [60]. In addition, through IFNγ dependent 

mechanism, iNKT1 cells have been shown to inhibit tumor 

angiogenesis through the repression of M2 differentiation [61]. 

In fact, it has been shown that iNKT cells can control prostate 

cancer progression through interacting with pro-angiogenic M2 

macrophages in a CD1d, Fas and CD40 dependent manner and 

inducing their killing, while sustaining and promoting the 

survival of M1 macrophages, thus remodeling the aggressive 
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TME of prostate cancer [62]. In patients with CLL (chronic 

lymphocytic leukemia) it was shown that the increased 

expression of CD1d on the tumor cells correlated to the disease 

progression and that iNKT cells in vivo, in CLL mouse models, 

were able to control initial expansion of the tumor but were 

rendered dysfunctional upon disease progression. This control 

was not dependent on the direct recognition of leukemic cells but 

rather on the interaction of iNKT cells with the CLL-specific 

TAM, designated as NLC (nurse-like cells), which in vitro can 

differentiate to CLL. It was shown that iNKT cells restricted 

NLC differentiation in vitro in a CD1d dependent manner which 

consequently impaired CLL survival [55]. Another population of 

myeloid suppressive cells are neutrophils. Immunosuppressive 

IL-10 secreting neutrophils have been found in the blood of 

patients with melanoma with an increased frequency correlated 

to the stage of the cancer. It has also been shown that a promoted 

crosstalk between iNKT cells and neutrophils in a CD1d 

dependent manner can reverse their immunosuppressive role by 

reducing IL-10 and promoting IL-12 secretion instead [63]. 

 

Additionally, iNKT cells can affect tumor growth through direct 

targeting. The cytotoxic activity of iNKT cells in tumors has 

been extensively verified in hematopoietic tumors due to the fact 

that these cells express CD1d molecules on their surface that are 

capable of directly activating iNKT cells. In AML (acute 

myeloid leukemia) and JMML (juvenile myelomonocytic 

leukemia) the cytotoxicity of iNKT cells was shown to be 

mediated mostly by perforin/ granzyme B pathway and to a 

lesser extend through TNFα, FASL and TRAIL (TNF-related 

apoptosis inducing ligand). Moreover, this cytotoxicity was 

enhanced when iNKT cells were pulsed with αGalCer and 

inhibited when treated with anti-CD1d antibodies [64]. In 

patients with progressive MM (multiple myeloma), iNKT cells 

were found to reside in the tumor beds and circulating in the 

blood. These iNKT cells were rendered dysfunctional, since 

when stimulated they exhibited a deficiency in IFNγ production, 

which lead to the progression of the disease form precursor to 

clinical MM. However, iNKT cell function was restored in vitro 

upon treatment with αGalCer-pulsed DCs leading to the killing 

of CD1d+ myeloma cells [65]. 
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CD1d expression has also been detected on B cell malignancies 

such as B-CLL (B cell chronic lymphocytic leukemia). In a 

study where B-CLL were loaded with αGalCer in vitro, iNKT 

cells became activated and exhibited a significant CD1d-

dependent cytotoxicity towards the tumor [66]. Also in B cell 

lymphoma tumor bearing mice, iNKT cells controlled disease 

progression in a CD1d dependent manner. Notably, while iNKT 

cells promoted tumor control, type II NKT cells were correlated 

with poor prognosis and an increase mortality rate [67]. 

 

Despite the wide improvement in cancer immunotherapy, allo-

HSCT (allogeneic hematopoietic stem cell transplantation) 

remains the only curative treatment for hematological 

malignancies. However, the success in allo-HSCT is determined 

by the occurrence of GVHD (graft-versus-host disease), in which 

the donor’s T cells recognize antigens on the host cells and 

attack them. GVHD is one of the major complications 

encountered by allo-HSCT and is responsible for high morbidity 

and mortality in patients [68]. It has been shown that the 

recovery of iNKT cells in patients who underwent allo- HSCT is 

able to predict the occurrence of GVHD and improve overall 

survival [69]. Nonetheless, patients who received allo-HSCT and 

had high levels of CD4- iNKT cells in their peripheral blood had 

a better prognosis and exhibited protection from GVHD [70]. In 

addition, in pediatric leukemia patients, failure to reconstitute 

iNKT cells correlated to the leukemic relapse [71]. 

 

iNKT cells’ anti-tumoral role is not just limited to CD1d+ 

hematopoietic malignancies, but was also demonstrated in 

several other CD1d positive and even negative solid tumors. It 

was found that in CD1d negative lung cancer patients, the 

number of iNKT cells were lower than in healthy individuals and 

that they had a lower activation status when stimulated by 

αGalCer. However, αGalCer- stimulated iNKT cells from 

healthy individuals were able to recognize 2 lung tumor cell lines 

out of 7 in vitro and eliminate them through the release of 

perforin. This cytotoxic activity by iNKT cells was found to be 

dependent on ICAM-1 (intracellular adhesion molecule 1) 

expression on tumor cells  [72]. In addition, iNKT cells were 

also found to be depleted from the blood and lungs of patients 
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with NSCLC (non-small cell lung cancer). Furthermore, the 

expression of CD1d in patients with adenocarcinoma and 

squamous cell carcinoma was significantly lower than that in 

healthy individuals, which was due to the low expression of 

CD1d mRNA. The latter was associated with poor prognosis in 

patients, while high CD1d expression in NSCLC correlated to a 

significant overall survival. Treatment of NSCLS with epigenetic 

modulators triggered chromatin remodeling and induced a dose-

dependent expression of CD1d molecule that was capable of 

activating iNKT cells, resulting in their degranulation [73]. 

Nonetheless, iNKT cells purified from patients with OS 

(osteosarcoma) were cytotoxic against CD1d+ OS cells in a 

perforin/ granzyme B and Fas/FasL dependent manner while 

showing no cytotoxicity towards CD1d- osteoblast or CD1d+ 

mesenchymal stem cells. In addition, treating the OS cells with 

iNKT cells and an increasing dose of chemotherapeutic drugs 

enhanced tumor cell death. This effect was eliminated in the 

absence of CD1d [74]. iNKT cells have also been found 

effective against brain tumors. Functional iNKT cells were 

detected in patients with glioma. Upon treatment with αGalCer-

pulsed DC, iNKT cells readily secrete IFNγ and expand. 

Moreover, CD1d expression was detected on primary glioma 

cells as well as endothelial cells in blood vessels. Consequently, 

iNKT cells were able to recognize the ligand loaded on CD1d 

molecules expressed on the glioma cells and effectively lead to 

their killing [75]. All of these studies highlight the importance of 

iNKT cells in anti-tumor immunity in both directly targeting 

malignant cells and activating other immune effectors. 
 

Immunotherapeutic Approaches using NKT Cells  
 

As iNKT cells have effectively been proven to have anti-tumor 

activities through direct cytotoxic killing of tumor cells, 

modulating the TME, and through the activation of innate and 

adaptive immunities, while harnessing protection from GVHD, 

in the case of allo-HSCT, iNKT cell-based immunotherapies 

have been the target in the fight against cancer. Many studies 

relied on targeting iNKT cells activation through the 

administration of αGalCer loaded monocyte-derived DC, which 

led to clinically significant anti-tumor immune response. In the 

first described clinical trial that was carried out on 12 patients 
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with different malignancies, the results obtained were rapid and 

highly reproducible. It was shown that after therapy the levels of 

IL-12 and IFNγ in the serum of the patients increased. 

Nonetheless, this study provided the first clinical evidence that 

iNKT cells act as bridge between the innate and the adaptive 

immunity, since following the activation of iNKT cells, NK, T 

and B cells were shown to be activated. This activation was even 

faster and greater after administering the second dose of therapy 

as regards to the number of activated cells and their 

sustainability. In addition, IFNγ serum levels were higher after 

the second dose. It is worth mentioning that some patients 

suffered mild side effects, such as fever and headache, that were 

associated with the activation of the immune system and the 

release of the cytokines, since these symptoms were 

reproducible, appeared at the same stage of the treatment cycle, 

and were absent outside the study timing [76]. Other phase I-II 

clinical studies were also able to demonstrate the safety and 

efficacy of iNKT cell-based immunotherapy. In 5 patients with 

advanced MM, the levels of iNKT cells were expanded by a 100 

fold increase following the αGalCer-pulsed DCs treatment. This 

increase was still detected in the patients even after 6 months of 

the initial injection. In addition, vaccinated patients showed a 

significant increase in several cytokines and an increase in a 

distinct memory CD8+ T cells specific for CMV 

(cytomegalovirus) [77]. In another study where twenty-three 

patients with NSCLC were treated with αGalCer pulsed PBMC 

and cultured with IL-2 and GM-CSF, there were no adverse side 

effects recorded. Furthermore, 10 out of the 23 patients showed 

an increase in the levels of IFNγ in the blood following iNKT 

cells activation which was correlated with prolonged median 

survival time of the patients [78]. Nonetheless, combinational 

therapy that targets iNKT cells activation with chemotherapeutic 

drugs also showed to be both safe and effective. Six MM patients 

were treated with αGalCer-loaded monocyte-derived DC and 

lenalidomide, an immunomodulatory drug that in previous 

studies correlated with better outcome in patients. The patients 

demonstrated an expansion of iNKT cells and NK cells 

expressing NKG2D on their surface. The treatment also led to 

the increase in serum IL-12 receptor and antitumor T cell 
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immunity, which was either pre-existing or treatment induced. 

Consequently, all these factors lead to tumor regression [79]. 
 

Currently, CAR (chimeric antigen receptor) T cells have gained 

wide popularity especially after the observed success in treating 

patients with B-ALL using CD19.CAR T cells. However, the 

risk of the generation of GVHD caused by the endogenous TCR 

of the transferred CAR T cells cannot be overshadowed 

particularly since the orientation is moving towards finding an 

“off-the-shelf” allogeneic CAR T cells for immunotherapy [80]. 

While on the other hand, the iNKT cells endogenous CD1d-

targeted TCR has proven to be useful in anti-tumor immunity, 

and since many pre-clinical and clinical studies have validated 

the significant role of iNKT cells in controlling GVHD without 

having any negative effect on the GVL (graft-versus-leukemia) 

function [81], iNKT cells would make the ideal platform for the 

CAR immunotherapy. In fact, CAR iNKT cells were generated 

against GD2 (ganglioside), which is highly expressed in NB 

(neuroblastoma). GD2.CAR iNKT cells exhibited a specific and 

potent cytotoxicity against NB expressing GD2, while still 

maintaining the function of the endogenous CD1d-TCR. When 

injected in vivo, GD2.CAR iNKT cells were localized in the 

tumor sites and had potent antitumor activity skewing the 

response towards Th1 cytokine profile with high levels of IFNγ 

and GM-CSF. In addition, repeated injections resulted in a better 

long-term survival in mice with metastatic NB. Most 

importantly, unlike CAR T cells, GD2.CAR iNKT cells did not 

induce GVHD [82]. These results provided evidence for the 

safety and efficient role of using CAR iNKT cells in 

immunotherapy. Nonetheless, the same group worked on 

generating a CAR iNKT that co-express both GD2 and IL-15, 

which is important for iNKT homeostasis and maturation [17]. 

They showed that GD2.CAR.IL-15 iNKT cells enhanced the 

iNKT cells survival and reduced the expression of exhaustion 

markers such as PD-1, TIM3 and LAG3 of both in vitro and in 

vivo cells. Nonetheless, these GD2.CAR.IL-15 iNKT cells were 

able to infiltrate solid tumor tissues and exhibit a cytotoxic 

activity in mice in vivo without showing any signs of toxicity 

[83]. These results paved the way for the first clinical trial in 

humans using CAR iNKT cells as anti-tumor immunotherapeutic 

approach. The ongoing phase I clinical trial has an estimate 
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enrollment of 24 NB patients, whose ages vary from 1 till 21 

years old, to be treated with GD2.CAR.IL-15 iNKT cells. So far, 

two 12 years-old and one 6 years-old males were enrolled and 

subjected to the treatment. Prior to CAR iNKT cells injection at 

day 0, the patients were treated at days -4, -3, and -2 with 

cyclophosphamide and fludarabine which would cause 

lymphodepletion. The patients exhibited minor side effects that 

were mostly linked to the cyclophosphamide/ fludarabine 

treatment, since the adverse effects were witnessed before the 

injection of iNKT cells, and no dose-limiting toxicities such as 

cytokine release syndrome or neurotoxicities were observed 

following the CAR iNKT injections. In addition, all the patients 

exhibited an increase in the peripheral iNKT cell frequency as 

well as CAR iNKT cells that lasted up until week 4 of the 

evaluation period. These iNKT cells were detected at the tumor 

site and in one patient were able to cause a regression in the bone 

marrow metastatic lesion. CAR iNKT cells were well tolerated 

in patients suggesting a safety measure for treatment. More 

results are needed to assess the cytotoxicity of the treatment [84]. 
 

Conclusion  
 

In conclusion knowing and understanding the functions of iNKT 

cells, most importantly the bridge they implement between the 2 

arms of the immune system have opened a new array of studies 

that aim in activating iNKT cells. In this review, the summarized 

preclinical and clinical studies provide promising evidence in 

targeting iNKT for innovative immunotherapies against several 

types of cancers, such as hematological malignancies or other 

previously mentioned types that express CD1d and serve as 

direct targets for iNKT cells recognition and cytotoxicity. 

Nonetheless, murine and human studies have well demonstrated 

the safety and tolerance in administering such treatment and in 

some cases a significant amelioration in the final outcome. 

Furthermore, the lack of polymorphism by the CD1d gene 

renders the iNKT cell transfer more applicable and provide 

several advantages over T cell therapies. Most importantly, the 

transfer of iNKT cell for cancer immunotherapy has shown to 

limit the GVHD while still governing protection to the recipient. 

However, better understanding of iNKT cells reconstitution, 

survival and effector function in humans is required in order to 
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completely benefit from their full potential as an 

immunotherapeutic approach against cancer. 
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Introduction  
 

Corona virus disease (COVID-19), reported in December 2019 

and declared a pandemic in March 2020, represents a serious 

unprecedent health and economic burden globally leading to 

more than 180 million infection cases and almost 4 million 

deaths worldwide (as of 4 July 2021). COVID-19 is caused by 

the novel severe acute respiratory syndrome coronavirus 2, 

SARS-CoV-2, which belongs to a family of coronaviruses of 

zoonotic origin and infects humans causing mild to severe 

respiratory and intestinal infections [1]. Phylogenic analysis and 

genomic characterization of SARS-CoV-2 have shown that it 
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shares around 79% and 50% genome sequence with its 

predecessors coronaviruses the SARS-CoV and the Middle East 

respiratory syndrome coronavirus (MERS-CoV), respectively 

[2]. The similarity between these viruses has greatly contributed 

to the understanding of the origin, the infection and the 

associated reaction of COVID-19.  

 

SARS-CoV-2 is a single stranded RNA virus bound to 

nucleocapsid protein (N) and covered by a lipid membrane 

constituting the membrane protein (M), the envelope protein (E) 

and importantly, the spike protein (S) as shown in Figure.1 [1]. 

Similarly to SARS-CoV, SARS-CoV-2 uses its spike protein as 

mediator for viral attachment and entry into the host cells via the 

angiotensin converting enzyme 2 (ACE2) receptor [3,4]. Upon 

binding to ACE2 on the surface epithelial cells in the lungs, the 

virus starts replicating rapidly. In the early infectious phase, no 

symptoms are observed. 2-14 days post infection, symptoms start 

to appear including fever, dry cough, fatigue and shortness of 

breath. As the viral replication and propagation continues in the 

lungs, immune response is strongly activated accompanied by 

respiratory failure and acute respiratory distress syndrome in 

some patients causing their death [5]. Moreover, the underlying 

machinery causing respiratory failure and the extensive 

activation of the immune response post-infection is not fully 

elucidated yet.  

 
 

Figure 1: Severe acute respiratory syndrome corona virus structure.  A 

schematic drawing representing the structure of SARS-CoV-2 virus including 

its proteins and genomic material. 
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Innate Immunity in SARS-CoV-2  
Virus Recognition and Immune Evasion  
 

During viral infections, pathogen recognition receptors (PPRs) 

like the toll-like receptors 3,7 and 8, that are usually present in 

the cytosolic compartment of immune cells [6], are the first to 

recognize and identify the pathogen associated molecular 

patterns (PAMPs) of the virus [7]. Upon interaction, the viral 

particles are endocytosed and further identified by intracellular 

cytosolic PPRs like the Retinoic Acid-Inducible Gene I protein 

(RIG-1) and Mitochondrial antiviral-signaling proteins (MAVs) 

leading to the activation of signaling cascades and stimulation of 

NF-κB. In a similar fashion to SARS-CoV and MERS-CoV, 

several inflammatory cytokines are activated by the 

transcriptional factor role played by NF-κB [8]. NF-κB pathway 

activation leads to enhanced production of the antiviral Type I 

Interferon (IFN-1) which activates neighboring cells including 

the natural killer cells, through the IFN α/β receptor and 

stimulating the transcription of inflammatory factors (interferon-

stimulated genes, ISGs) and stimulates the antigen phagocytosis 

by macrophages [9]. Interestingly, among the stimulated ISGs is 

ACE2 which suggests that SARS-CoV-2 utilizes the IFN 

upregulation in the lungs to enhance its infection [10]. 

Additionally, unlike SARS-CoV, SARS-CoV-2 replication was 

found to be more sensitive and can be inhibited invitro in 

response to IFN-1 pretreatment, which could present a potent 

therapeutic targeting for tackling the virus [11].   

 

Inflammatory Cytokine Production  
 

SARS-CoV-2 infected patients were shown to experience a 

strong inflammatory reaction and rapid production of cytokines 

as a defense mechanism against the virus. Cytokines and 

chemokine production were found to play a crucial role in 

SARS-CoV-2 development and progression. The induced 

cytokine production acts as a double-edged sword; although it is 

firstly regraded as the body’s defense mechanism, it could also 

lead to autoinflammation, organ failure and consequently death 

in several cases [12]. Pro-inflammatory cytokines like IL-6, 

TNF-, IL-2, MIP- and IFN  along with CCL2, CXCL1, 
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CXCL5 and CXCL10 chemokines have displayed an 

significantly elevated profile during SARS infections [13,14]. 

Although delayed, this increased profile was also detected in 

MERS-CoV infected patients as well [15,16]. Among these 

cytokines, IL-6 is suggested to be  a diagnostic marker that plays 

a major role during the disease, in which it is significantly 

increased in symptomatic and critically ill COVID-19 patients 

[17]. These inflammatory factors are secreted through variety of 

cells including immune cells like the monocytes, macrophages, 

dendritic cells (DCs) and natural killer cells and other non-

immune cells like the fibroblasts and the endothelial cells [18]. 

Moreover, not only these cells play a role in the innate immunity 

but also contribute to the activation of the adaptive immune 

response. Among these cells are the dendritic cells that represent 

the major antigen-presenting cells in the body. Both immature 

and mature forms of DCs contribute to the inflammatory process, 

where immature DCs effectively migrate to the site of infection 

and mature DCs can activate the naive T cells of the cell 

mediated immune response [19]. Several studies have reported 

that DCs can be infected by SARS-CoV leading to enhanced 

inflammatory reaction and decreased antiviral response [20]. 

Interestingly, SARS-CoV-2 was also shown to directly infect 

DCs and limit their maturation and consequently delay/impair 

the activation of T cells [21], suggesting that reduced or loss of 

DCs function in SARS-CoV-2 patients would significantly delay 

their immune response [22]. 

 

SARS-CoV-2 Induced Cell Death  
 

During viral infections, neutrophils are the first to infiltrate to the 

site of infection, however, it is not yet well clear to which extent 

these cells contribute to the pathology and progression of SARS-

CoV-2. Recently, it has been shown that neutrophil to 

lymphocyte ratio could present a simple phenotyping tool to 

assess the severity of SARS-CoV-2 in infected patients and a 

prediction tool for their clinical outcome [23]. Not only through 

their infiltration neutrophils contribute to the disease’s 

pathology, but also through their extracellular traps (NET) that 

constitute DNA, histones, and proteases and are released from 

neutrophils in response to infections [24]. Excessive availability 
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of NETs is well known to play a pathogenic role in respiratory 

diseases and were found to contribute to tissue damage in several 

organs including lung, heart and kidney during infections [24–

26]. Interestingly, these NETs have also contributed to mortality 

and organ damage in SARS-CoV-2 patients [27] where sera of 

COVID-19 patients have been shown to trigger the release of 

NET from neutrophils during invitro studies [28]. The whole 

process of releasing the condensed granular content from the 

neutrophils is called NETosis which represent a unique cell 

death process triggered in COVID-19 patients mainly by the 

release of inflammatory cytokines and chemokines including Il-

6,IL-1, CXCL2 and CXCL8 and consequently lead to further 

cytokine production [29–31]. Aside from NETtosis, recent 

studies have shown increased activation of caspase-8 which is a 

hallmark for apoptotic cell death. Moreover, caspase-8 activation 

in the lung epithelial cells was shown to trigger the activation of 

a dual cell death pathways including the apoptotic and the 

necroptotic death in COVID-19 patients [32,33]. Necroptosis 

represents a form of immunogenic programmed cell death that 

activates the immune response through the associated release of 

inflammatory cytokines and the damage associated molecular 

patterns (DAMPs) [32]. Necroptotic cell death pathway is 

mainly triggered by different stimulators, including TLRs, TNFR 

and IFNRs. It is mediated by the phosphorylation of mixed 

lineage kinase domain like protein (MIKL) mediated by 

receptor-interacting protein kinase 3 (RIPK3) [34]. To date, few 

are the studies that display clear evidence of necroptosis during 

SARS-CoV-2 infection however, a recent study suggests 

elevated serum levels of RIPK3 in SARS-CoV-2 infected 

patients [35], where in another invitro study SARS-CoV-2 is 

shown to induce RIPK3 phosphorylation suggesting the 

activation of necroptotic cell death [32], moreover further 

investigations are required to understand how exactly SARS-

CoV-2 activates necroptosis.  

 

Furthermore, as shown in Figure 2. SARS-CoV-2 has been also 

reported to induce pyroptotic cell death in monocytes and 

macrophages [36,37]. Pyroptosis is another form of cell death 

that is Caspase-1 dependent and is found to amplify the immune 

response during SARS infection. Caspase-1 is mainly activated 
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by the inflammasome complex and consequently leads to the 

maturation of some cytokines like the IL-1 and IL-18. In 

addition, caspase-1 activation leads to the cleavage of Gasdermin 

D (GSDMD) which translocate to the plasma membrane and 

forms a pore causing the release of the cellular content including 

the activated cytokines and consequently causing cell death [38]. 

This form of cell death has been reported in the lung tissue of 

COVID-19 patients along with increased infiltration of 

proinflammatory macrophages [37].  

 

 
 

Figure 2: SARS-CoV-2 mediated cell death. A schematic representation of the 

various types of cell death induced by SARS-CoV-2 infection, including the 

neutrophils’ NET mediated death (NETosis), the apoptotic cell death mediated 

by caspase-8, the necroptotic cell death via the RIPK/MLKL activated pathway 

and the pyroptotic cell death caused by GSDMD pore formation on the cellular 

membrane. Membrane rupture caused by all forms of death is associated with 

the release of cell content along with massive release of inflammatory 

cytokines. Image made using Biorender.com. 

 

Cell Mediated Immune Response against 

SARS-CoV-2  
T-cells Mediated Immunity  
 

Lymphopenia, defined as low lymphocyte count in the blood, 

has been strongly observed in COVID-19 patients and mainly in 

non-survivor ones [17,39,40]. This decrease has been also 
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observed in SARS-CoV and MERS-CoV infections that has 

been also associated with a decrease in T lymphocyte subtypes 

that persisted until recovery [41,42]. Interestingly, T Helper 

CD4+ cells and cytotoxic T lymphocytes CD8+ were found 

decreased in severe cases compared to mild ones [40]. During 

SARS-CoV-2 infection, both B cells and T cells were detected 

during the first week post symptomatic infections [43]. Aside 

from the humoral role played mainly by the different subtypes of 

B lymphocytes, T cells were shown to tackle SARS-CoV-2 

directly through interacting with viral infected cells and 

indirectly through regulating the humoral immune response [44]. 

In the blood, CD4 and CD8 T cell populations were found 

reduced but in a hyperactivated status proven by high HLA-DR 

along with high toxicity of CD8 T cells assessed by the 

granulysin cytotoxic concentration [45]. This decrease was also 

shown to be associated with the severity of the infection, in 

which severe cases displayed an enhanced decrease compared to 

moderate ones [46].  Moreover, the peripheral blood decrease 

was explained by the infiltration of T cells to the infection site 

which was evidenced by the increased mononuclear cells mainly 

lymphocytes in lung autopsies of COVID-19 patients [45]. 

Among T cells population, CD8+ cells are known to control 

respiratory viruses via attacking viral infected cells and 

preventing viral replication [47]. On the other hand, CD4+ cells 

are required for priming CD8+ and B cells that in turn are 

responsible for recruiting immune cells to the infection site via 

cytokine production and mediating the humoral immune 

response via producing viral-specific antibodies [48].  

 

Previous data from studies on SARS coronavirus have 

highlighted the importance of CD4+ cells in controlling the viral 

infection where both CD4+ and CD8+ T cells subtypes were 

present in the lungs and contributed to increased protection and 

survival in SARS-CoV infected immunodeficient mice [49,50]. 

Furthermore Interestingly, recovered patients from SARS-CoV 

infections have developed memory T cells that lasted around two 

years post infections [51,52]. Similarly, insufficiency of CD4+ T 

cells in aged or impaired adaptive immune response in COVID-

19 patients leads to uncoordinated immune response that fails to 

control the progression of the disease [53]. Recently, a preprint 
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study shows that CD8+ cells from COVID-19 patients 

recognizes different SARS-CoV-2 variants [54], which along 

with all the precedents suggests T cells as a putative therapeutic 

target that can be used to tackle coronavirus. 

 

B cells Mediated Immunity  
 

Similar to T cells, antibody-secreting cells (ASCs) that 

differentiate from activated B cells peak approximately one week 

post symptoms onset in COVID-19 patients [43]. B cells 

response including memory cells , binding and neutralizing 

antibodies depends greatly on the CD4+ T cells subtype [55]. 

Evidently, immunoglobulin (Ig) G titers against SARS-CoV-2 

were shown to strongly correlate with CD4+ cells in COVID-19 

patients [43,56-58]. Interestingly the development of anti-SARS-

CoV-2 titers were developed at a faster rate compared to SARS-

CoV infections [59] and produced antibodies from convalescent 

serum samples were efficient in treating both coronaviruses, 

SARS-CoV and SARS-CoV-2 [60,61]. It is worth noting that not 

all SARS-CoV-2 recovered patients have displayed a long-

lasting immunity which could probably explain the SARS-CoV-

2 reinfections.  

 

Aside from the binding antibodies that are secreted by B cells 

firstly against the N protein then against the viral S protein 4-8 

days post infection, main protection against SARS-CoV-2 is 

contributed to the neutralizing antibodies that are also secreted 

by B cells after 2 to 3 weeks with the help of CD4+ cells [55]. 

Similar to SARS-CoV, the receptor binding domain (RBD) of 

the spike protein represents the major target of neutralizing 

antibodies [62]. The latter are monoclonal antibodies with viral 

neutralizing potency that compete with ACE2 to block RBD-

ACE2 interaction and viral entry to host cell [62]. Antibodies 

developed against RBD, S and N proteins display a correlated 

pattern where IgG and IgA were detected in almost all SARS-

CoV-2 patients and IgM detected in fewer cases [53,62]. Unlike 

the availability of T cells subtypes, the titers of the neutralizing 

antibodies are not used as a predictive tool of COVID-19 

severity. Moreover, understanding the pharmacokinetics of the 

neutralizing antibodies along with the coordination with T cells 
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subtypes represent a powerful tool for a wide therapeutic range 

that can be used in treating SARS-CoV-2 infections. 

 

Immuno-based Therapy in SARS-CoV-2 Treatment  
 

As we have previously displayed the pathophysiology of SARS-

CoV-2 infection and its downstream immunological features that 

efficiently contribute to the disease progression, several 

therapeutic interventions in this context have been introduced to 

target the dysfunction in the immunoregulation or the viral 

infection directly. Aside from the approaches that aim to block 

viral entry via blocking ACE2 receptor using the soluble 

humanized ACE2 or other drugs that are tested clinically [63–

65], several immunosuppressive strategies have been assessed in 

treating SARS-CoV-2 infections.  Among these strategies are the 

use of corticosteroids that were found to suppress immune cells 

in COVID-19 patients despite the deleterious effect it was 

thought to have [66,67]. In this regard, a novel anti-inflammatory 

therapeutic approach aiming to absorb cytokines has been also 

assessed on COVID-19 patients experiencing cytokines storm 

This strategy involves the use of a filter device called the 

Cytosorb that has successfully contributed to the survival of 

critically ill patient [68]. Additionally, antibody-based therapies 

have been also studied like the use of human monoclonal 

antibodies including sarilumab and tocilizumab to inhibit IL-6  

and prevent its binding to its receptor [69–71] and the 

granulocyte–macrophage colony-stimulating factor (GM-CSF) 

targeting antibodies like gimsilumab [72] and lenzilumab [73] to 

limit the inflammatory reaction during infection. Besides, 

COVID-19 patients have successfully gained passive immunity 

through the infusion of neutralizing antibodies from 

convalescent plasma, also called the convalescent plasma 

therapy, of recovered COVID-19 patients. CPT mainly contains 

IgG and IgM that play a major role in binding to SARS-CoV-2 

and restricting its progression [74-76]. The antibodies acquired 

immunity in the context of SARS-CoV-2 can either be achieved 

passively as discussed earlier, or actively using antiviral 

vaccines. Most successful SARS-CoV-2 vaccines to date have 

mainly targeted the spike glycoprotein of the virus despite the 

various approaches that included inactivated and attenuated 
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virus, RNA and DNA based vaccines or adenovirus vectors 

introducing viral antigens [77]. 
 

Furthermore, a cell-based therapeutic approach has recently 

gained attention during SARS-CoV-2 infections, after it’s been 

highlighted in cancer treatments. Interestingly, different clinical 

trials have been conducted to assess the effectiveness of treating 

COVID-19 with various immune cells including the natural 

killer cells [78,79], dendritic cells and macrophages [80]. In 

addition to T lymphocytes based therapy that are transferred 

from convalescent donor to newly infected patients in a process 

called adoptive transfer [81]. On top of the cell-based therapy 

comes the role of the mesenchymal stem cells that have an 

immunomodulatory effect through inhibiting cytokine 

production and reducing immune cells activation, where several 

clinical studies have been designed in this regard [82–85].  
 

Conclusion  
 

Throughout this chapter, we review the underlying 

immunopathogenesis during SARS-CoV-2 infection. Based on 

the precedent, understanding the immunological features in 

COVID-19 patients plays a crucial role in controlling the 

infection and limiting its progression. So far, different vaccines 

have shown encouraging results and high efficiency in clinical 

trials, moreover, no effective treatment has been reported yet, the 

fact that highlights the importance of extensive research efforts 

to test the safety and efficacy of immune-based therapy in 

treating SARS-CoV-2 infections and preventing its progress.   
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Intestinal Homeostasis  
 

The gastrointestinal tract is one of the largest exposed and 

challenged organ in the human body. It is constantly in contact 

with the outside microenvironment. Thus, it must constitute an 

obstacle in front of external pathogens and toxic substances but 
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in the meantime, it should allow the absorbance of nutrients 

coming from food processing. This mechanism is finely tuned by 

many cell types that interact not only with each other, but also 

with the immune system in order to preserve the host defense 

and to maintain the intestinal homeostasis. Any abnormal 

activation of the immune system can lead to the development of 

several inflammatory diseases such as inflammatory bowel 

disease (IBD) and Crohn disease that make patients more prone 

to develop colorectal cancer (CRC) [1]. 

 

Structure and Organization of the Intestinal 

Tract  
 

The intestinal tract can be described as a tube whose wall is 

assembled by three tissue layers: 1) the outer layer is mainly 

composed of smooth muscle connected with the nervous system 

and permitting the peristaltic movement of the intestine; 2) 

stroma, the connective tissue between the outer muscle layer and 

the inner epithelial part, filled by numerous immune cells; and 3) 

the luminal surface termed also the mucosa formed by a 

continuous monolayer of epithelial cells that is characterized by 

an immense turnover capacity.  

 

The architecture as well as the cellular composition of this 

epithelium differs between the small and the large intestine.  

 

In the small intestine, the epithelium forms two spatially defined 

partitions: an invaginated part called the crypt also known as 

gland of Lieberkühn and a projection into the lumen part called 

the villi.  The villus epithelium is entirely composed of 

differentiated cells mainly enterocytes with an absorptive role, 

Goblet cells specialized with the secretion of mucin and tuft cells 

dedicated to immunity.  The crypts are the main site of cellular 

proliferation and differentiation. Paneth cells are the only fully 

differentiated cells localized specifically at the base of the crypt 

and surrounding intestinal stem cells from both sides [2]. The 

intestinal stem cells give rise to transient proliferative progenitor 

cells along the crypt-villus axis which in turn differentiate and 

mature while migrating apically along the crypt. As the cells 

migrate apically, they acquire properties enabling them to exert a 
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specific function. Once intestinal epithelial cells arrive at the 

apex of the crypts, , two scenarios can be observed:  they can 

either undergo apoptosis to be further shed into the lumen or 

they detach from the underlying extracellular matrix and activate 

a cell death program termed anoikis [3]. In homeostatic 

conditions, the entire intestinal crypt is estimated to be replaced 

every 4-5 days in mice and approximately every week in human 

[4]. 

 

In the large intestine, the colonic epithelium is organized into 

crypt structures only. The apical part contains the same 

differentiated cells found in the villi of the small intestine. 

Except the absence of Paneth cells, the bottom of the crypt 

contains also stem cells that give rise to progenitors in order to 

regenerate the colonic epithelium.  

 

Intestinal Stem Cells  
 

Residing at the basal compartment of crypts, intestinal stem cells 

(ISC) are multipotent adult stem cells with a continuous self-

renew capacity throughout life. ISC can give rise to either 

another stem cell to maintaining the self-renew or to a progenitor 

cell that will rapidly divide and differentiate into specialized 

intestinal epithelial cells.  

 

Using elegant lineage tracing, the laboratory of Hans Clever has 

demonstrated that leucine-rich-repeat-containing G-protein-

coupled receptor 5 expression (Lgr5) was a reliable ISC marker 

[5]. Using a 3-dimensional culture condition, single Lgr5 

positive cells isolated from the intestine were able to sufficiently 

form intestinal organoids with a crypt/villus resembling 

architecture and recapitulating all epithelial intestinal cell types 

[6]. Another study has reported that Lgr5 was a targeted gene of 

the canonical Wnt/ β-catenin signaling pathway that actively 

catalyze stem cell self-renewal [7].  

 

Physiologically, this self-renewal capacity is finely regulated by 

a specialized microenvironment called the stem cell niche 

maintaining a balance between proliferation and differentiation. 

This microenvironment in closed proximity with ISC contains 
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non-epithelial stromal cells such as immune cells (lymphocytes, 

macrophages, neutrophils), neural cells, endothelial cells as well 

as the intestinal epithelial cell secretome (i.e., Paneth cells 

secreted factors). These different cell types produce distinct 

niche ligands such as Wnt, R-spondin, bone morphogenic protein 

(BMP), epidermal growth factor (EGF), all crucial for the 

maintenance of ISC behavior and  to limit an excessive stem cell 

production leading to cancer development [8].  

 

Signaling Pathways Regulating Intestinal 

Homeostasis  
Wnt/ β-Catenin Signaling Pathway  
 

The canonical Wnt signalling pathway is considered as a major 

trigger of intestinal stem cells proliferation.  It is activated 

through the binding of Wnt ligands to their core receptors 

Frizzled (FZD) as well as to the low-density lipoprotein 

receptor-related protein 5/6 (LRP5/6) co-receptors. 

Simultaneously, this complex will inhibit the β-catenin 

ubiquitination dependent degradation complex composed of 

adenomatous polyposis coli (APC), Axin, casein Kinase 1 (CK1) 

and glycogen synthase kinase 3β (GSK3β) leading to β-catenin 

nuclear translocation, its association with LEF/TCF factors and 

consequently the transcriptional activation of Wnt target genes 

regulating stemness, cell proliferation and differentiation and cell 

cycle progression [9].  

 

Genetic studies have highlighted the pivotal role of the Wnt 

signalling in maintaining the self-renewal capacity of ISCs 

where a drastic impact on intestinal proliferation had been 

observed after the knock-out of Tcf4 or the overexpression of a 

secreted Wnt antagonist Dickkopf-1 (DKK1) [10-12].  

 

The source of Wnt proteins in the ISC niche has been the focus 

of many studies. Nineteen different Wnt genes are expressed in a 

distinct pattern in diverse cell types of the epithelial as well as 

the stromal layer of the intestine [13].  The essential role of 

stromal cells in the Wnt secretion was demonstrated by the fact 

that Wnt3a deletion, mainly secreted by Paneth cells, does not 

affect intestinal regeneration post-injuries [14]. However, the 
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deletion of a subpopulation of mesenchymal stromal cells 

expressing forkhead box l1 (Foxl1) prompted a loss of Wnt2b, 

Wnt4 and Wnt5a expression in the crypt and a loss of Lgr5+ ISC 

along with severe crypt loss and shortening of the gut tube [15]. 

Moreover, blocking Wnt secretion specifically in Gli1 positive 

sub-epithelial stromal cells prevents ISC self-renewal and 

consequently the destruction of the epithelium leading to death 

[16].  

 

In addition to its role in maintaining intestinal homeostasis, Wnt 

signaling pathway also play a major role in intestinal 

regeneration following injuries. It is largely known that the 

intestinal epithelium can regenerate in response to damaging 

stress that disrupt the tissue. This regeneration is assured by an 

increase of cellular proliferation within the crypt compartment 

[17]. Several studies have demonstrated that the activation of 

Wnt signaling is a key event for intestinal regeneration 

induction. In respond to DNA damage, Ashton et al., have 

demonstrated that the activation of c-Myc, a Wnt target, is 

essential in inducing intestinal regeneration via focal adhesion 

and Akt/mTor signaling [18]. Moreover, following wound 

injury, an expansion of mesenchymal cells expressing Wnt5a in 

the stroma was observed. This Wnt Ligand was required for 

crypt regeneration mediated by activation of TGF-beta signaling 

[19].  Interestingly, blocking Wnt secretion by macrophages, 

major constituent of intestinal stroma, resulted an impaired 

recovery from radiation injury along with loss of Lgr5 positive 

cells and a decrease of survival. These results suggest that 

macrophage-derived Wnt are critical for intestinal regeneration 

following injuries [20]. 

 

Finally, aging is a complex process where a decrease in the 

capacity of tissue regeneration is observed. Indeed, in an ageing 

intestine, a decrease of Wnt3 in the stem cell compartment and in 

its niche was seen [21].This phenomenon was accompanied by 

an alteration of ISCs function, with a decrease in the expression 

of cell proliferation and extracellular matrix production related 

genes. This aging-related occurrence leads to an overall 

reduction in ISCs regenerative capacity but in the other hand it 
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might play a protective role to counter a hyper activation of age-

related mutations that could cause intestinal hyperplasia.  

 

TGF/BMP Signalling Pathway  
 

Bone morphogenic proteins (BMPs) are signaling proteins that 

belong to the transforming growth factor β (TGFβ) family of 

morphogenic proteins. They were first known for their role in 

bone and cartilage formation but nowadays, studies have 

demonstrated an important role of BMPs in organ development 

and tissue homeostasis [22]. In the intestine, the BMP signalling 

pathway is a negative regulator of intestinal cellular proliferation 

and it limits the number of ISCs in the crypt [23]. The BMPs 

signal by binding to BMP type I and II receptors which in turn 

will phosphorylate SMADs 1, 5, and 8 receptors (SMAD1/5/8). 

This will allow the formation of a complex with SMAD4 and 

therefore its translocation into the nucleus to regulate the 

transcription pattern of target genes [24]. BMP is expressed in a 

decreasing gradient along the crypt-villus axis, where the apical 

cells have the highest BMP signalling activity. Both 

differentiated intestinal epithelial and mesenchymal cells express 

BMP ligands. These BMPs will act on differentiated cells that 

express BMP receptors mediating their apoptosis, suggesting a 

tumor suppressive role of BMPs [25].  BMP antagonists are 

mainly present in the ISCs niche. A genomic analysis has 

demonstrated that myofibroblasts and smooth muscle cells 

localized at the bottom of the crypts express BMP antagonists 

inhibiting the differentiation of surrounding basal crypt cells and 

contributing to the stem cell niche [26].  

 

Behind its role in maintain tissue homeostasis, a dysregulation of 

BMP signaling is associated with several diseases including 

colorectal cancer. Mutations in the BMP pathway were found in 

patients with juvenile polyposis that have an increased risk of 

developing CRC [27]. In addition, Knocking out Smad4 in mice 

leads to gastric and duodenal polyp formation [28]. Furthermore, 

mice with an inducible BMP type 1 receptor mutation develop 

intestinal polyps with an abnormal extended mesenchymal 

stroma [23]. These studies link the BMP signalling disruption 

with the initiation of adenomas in both humans and mice. 
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EGFR Signaling Pathway  
 

Epidermal growth factor (EGF) is an extracellular ligand 

mediating cellular proliferation, migration and differentiation 

through binding to its epidermal growth factor tyrosine kinase 

receptor (EGFR) also known as ErbB1/HER1. Once EGFR is 

activated by EGF, it forms an active homodimer with an auto-

phosphorylation activity which drives the activation of 

downstream effectors by phosphorylating their SH2 domains. 

EGFR can activate many signaling pathways including the 

mitogen-activated protein kinase MAPK/ERK, 

phosphatidylinositol 3-kinase (PI3K), phospholipase C (PLC) 

and Jun N-terminal kinases (JNK) [29].  EGF is highly secreted 

by the mesenchyme and Paneth cells in the ISC niche. In 

addition, using an EGFR reporter mice, a study has demonstrated 

a strong expression pattern of EGFR in the villus compartment 

compared to the crypt and more precisely, a stronger expression 

in the transit-amplifying cells (TA) and ISCs [30]. Importantly, a 

strong control of this signalling pathway is needed to maintain a 

balance between a quiescent and proliferative state in ISCs. This 

control is maintained by a negative regulator transmembrane 

protein Lrig1, also described as a ISC marker, that will induce 

the ubiquitination of the EGFR receptor and thus its degradation.  

Furthermore, Lrig1 knock out mice presented enlarged crypt 

morphology associated with a drastic expansion of the stem cell 

compartment [31].  

 

Notch Signalling Pathway  
 

The Notch pathway is a highly-conserved cascade that signals 

via direct cell to cell contact. In the intestine, Notch controls 

several aspects  of homeostasis by regulating the differentiation 

of   progenitor cells into enterocytes, regulating the intestinal cell 

fate between absorptive and secretory cell types and finally 

regulating the proliferation of intestinal epithelial cells [32,33]. 

The Notch family comprises four transmembrane receptors 

(Notch1-4) and five transmembrane ligands (Jagged 1-2, Delta-

like 1,3 and 4). Out of these 4 Notch receptors, Notch1 has been 

reported to be expressed in ISC and transit-amplifying TA cells, 

whereas, Notch2 is expressed by some crypt cells [34,35]. The 
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ligands Delta-like 1 and 4 are expressed by secretory cells, 

markedly by Paneth cells localized in proximity with ISC. In 

addition, Jagged 1 and 2 ligands were reported to be co-

expressed by Notch1+ cells. All these ligands enrich the stem 

cell niche in Notch signals to activate the Notch pathway in ISCs 

[36]. Once Notch ligand binds to its Notch receptor, γ-secretase 

protein complex will cleave the Notch receptor resulting in an 

active form of Notch which is the Notch intracellular domain 

(NICD). Subsequently, NICD will be translocated into the 

nucleus to form a complex with the central transcription factor 

(CSL) and other co-activators to drive the expression of target 

genes [37]. 

 

An ectopic activation of Notch signaling promotes ISC 

proliferation at the bottom of the crypt along with a preferential 

differentiation of progenitor cells toward absorptive cells but not 

secretory cells [33,38]. Furthermore, Notch signalling pathway 

inhibition in mice using Dibenzazepine (DBZ) was associated 

with a decrease of LGR5+ cell number and reduction of stem 

cell proliferation [39].  
 

Signaling Pathway Dysregulation and CRC 

Tumorigenesis  
 

According to GLOBOCAN 2020 study, CRC is the second most 

deadly cancer in both sexes and the third commonly diagnosed 

cancer worldwide. The CRC usually starts with non-cancerous 

proliferation of epithelial cells leading to polyp or adenoma 

formation that can gradually grow for multiple years before 

becoming cancerous. The risk of cancer increases when the 

polyp gets bigger. A small percentage of adenomas can progress 

to an invasive cancer known as adenocarcinoma, when cancer 

cells invade nearby lymph nodes or tissue and finishing with a 

metastasis to distant organs mainly to the liver and the lung.  

 

Various genes associated with Wnt, EGFR/MAPK, Notch and 

TGF- signalling pathways have been frequently reported to be 

mutated in CRC. These mutations will cause a dysregulation of 

signalling pathways leading to an increase in cell proliferation, 

apoptosis inhibition and a gain invasion capacities, thus, to CRC 

progression. 
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According to the multistep carcinogenesis theory of Fearon and 

Vogelstein [40], intestinal epithelial cells accumulate a number 

of molecular alterations leading to malignant cell formation. It 

starts with an activating mutation of Wnt pathway, most 

frequently due to APC inactivation, leading to benign adenoma 

initiation. An advanced adenoma stage can be driven by an 

activating mutation of K-ras, an oncogenic component of 

mitogen activated protein kinase (MAPK) signalling pathway 

which is a member of EGFR signaling cascade. The transition to 

malignancy can be induced by a bi-allelic inactivating mutation 

of the “guardian of the genome” p53 involved in multiple 

essential cellular processes such as cell cycle arrest, apoptosis 

and senescence [40–42]. 

 

Initially, during the transition between normal intestinal 

epithelial and pre-cancerous lesions, the bi-allelic inactivating 

mutation of the adenomatous polyposis coli (APC), a tumor-

suppressor gene is believed to cause the transformation of 

normal intestinal epithelial cells to a benign adenoma at early 

stage of CRC [43]. APC is a key negative regulator of the Wnt 

signaling pathway. In normal condition, the APC control the 

cellular proliferation and differentiation processes in the 

gastrointestinal tract, by promoting catenin exports from the 

nucleus [44]. APC mutations lead to a constitutive activation of 

the Wnt signaling pathway translated by a nuclear accumulation 

of -catenin, thus, an upregulation of its downstream target such 

as Myc and cyclinD1, the main drivers of tumor formation due to 

their key roles in cell cycle progression and proliferation [45]. In 

2012, The Cancer Genome Atlas consortium has estimated that 

more than 93% of sporadic CRC harbored at least one mutation 

in a key regulator of the Wnt signalling pathway suggesting that 

an uncontrolled Wnt signalling pathway is a hallmark of 

colorectal cancer [46]. Considerably, many model systems have 

been used to improve our knowledge on the Wnt pathway in 

CRC including transgenic animal models and organoids. To 

detail some, the earliest genetically engineered mouse model, 

generated in early 1990s, was the Apc
Min

 where 1 allele of the 

APC gene encodes for a nonsense truncating mutation at the 850 

codon. Additionally, using homologous recombination in 

embryonic stem cells, several APC mutant mice have been 
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generated: APC
∆14 

which contains a frame shift mutation at the 

codon 580 [47]; APC
∆1309

 also containing a frame shift at codon 

1309 [48]; APC
∆716

 which contains a truncating mutation at 

codon 716 and many other mutant forms [49].
 
All these germline 

mutations predispose mice to intestinal adenoma formation and 

all the adenomas are histologically indistinguishable between 

mice model but the only difference is the number of adenomas 

formation. For exemple, APC
∆716

 mouse forms ~ 300 polyps 

however, APC
∆14 

develops ~65 [50]. Conversely, all these mice 

will predominantly develop adenomas in the intestine rather than 

in the colon like in humans [51]. In order to specifically localize 

tumor development in the colon, scientist have developed 

inducible tissue-specific Cre mice, such as Cdx2-CreER [52], 

Car1-CreER [53] that when crossed with loxP targeted APC 

allele develop adenomas in the colon [54]. The use of these mice 

has demonstrated that the loss of APC is highly sufficient for 

tumorigenesis initiation. Indeed, hyper-proliferative adenomas 

where observed 12-16 weeks following doxycycline treatment in 

shAPC/Lgr5 mouse model, where a conditional loss of APC is 

induced specifically in LGR5+ cells. More interestingly, the 

restoration of APC after doxycycline withdrawal was associated 

with rapid regression of intestinal adenomas, and no 

macroscopic polyps were visible 2 weeks after APC restoration.  

Moreover, the addition of Kras and P53 mutations in this mouse 

model resulted in a drastic acceleration of tumour progression 

into adenocarcinoma and importantly the APC restoration still 

induced a sustained tumor regression. This study has 

demonstrated a clear association between a hyper activated Wnt 

signalling pathway and adenoma initiation confirming the initial 

essential role of the constitutively activated Wnt/B-cat pathway 

described by Fearon & Volgelstein. Nevertheless, activation of 

additional signaling pathways are needed to promote 

carcinogenesis [55]. 

 

With the development of innovative culture technologies, stem 

cell-derived organoids also known as organ-like cultures have 

led to remarkable advances in regenerative biology and human 

diseases. The definition of organoid is a three-dimensional 3D 

structure established from stem cells that will self-organize, 

proliferate and differentiate in order to obtain a tissue like 
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structure. There are two main types of stem cells initiating 

organoids: 1) pluripotent stem cells that combine embryonic 

stem cells (ES) and their synthetic induced pluripotent cells (iPS) 

and 2) adult stem cells that are organ restricted (aSCs). These 

two methods have demonstrated a potent potential to infinitely 

expand normal stem cells in culture [56]. 

 

As previously mentioned, Clevers and colleagues in 2009 were 

the first to establish “mini-guts” 3D culture starting from single 

LGR5 positive ISC. This breakthrough was based on years of 

lineage tracing studies that unraveled the factors needed to 

maintain a homeostatic intestinal tissue. From theses required 

factors for in-vitro propagation and differentiation of ISC: R-

spondin (Rspo) an agonist of the Wnt Pathway also known as 

LGR5 ligand, EGF and Noggin which is an inhibitor of the BMP 

signaling pathway [6]. In addition, along with the recent 

advances in CRISPR/Cas9 technology, the introduction of 

plasmids expressing Cas9 and single guide RNAs targeting APC 

allowed the growth of cystic organoids in a medium lacking Wnt 

and Rspo. These organoids presented a constitutive activity of 

Wnt pathway analyzed by an elevated expression of Axin2 

mRNA, a Wnt target gene, confirming the importance of APC in 

suppressing the Wnt signalling pathway [57]. Furthermore, 

based on the theory of Vogelstein previously detailed, the 

additional introduction of sequential inactivating mutations of 

P53, KRAS and SMAD4 in APC knock-out intestinal organoids 

made the growth of organoids independent of any stem-cell 

niche factors. Additionally, to mimic the cancer onset, these 

quadruple mutants organoids were able to grow as invasive 

carcinomas when they have been injected subcutaneously in 

immunodeficient mice emphasizing the importance of the use of 

organoids as a promising in vitro cancer model [58]. 

 

Tumor- Infiltrating Cells and Cancer 

Progression  
  

The immune system is a crucial player in the tissue homeostasis 

maintenance. However, in a tumorigenic state, the immune 

system constitutes a main actor during tumor development. It is 

currently well known that every organ contains resident immune 
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cells and frequently new ones arrive through the blood or 

lymphatic system. Moreover, some organs, especially when they 

are in constant interaction with external pathogens, like the 

intestine, contain their own second lymphoid organs as the gut 

associated lymphoid tissue. The most representative lymph 

nodes of these latter ones are the Payer‟s patches, small follicles 

inserted between the mucosa and submucosa layer of the small 

intestine and mainly composed of T and B cells. Nevertheless, 

immune cells can be distributed along all the different layers of 

the intestine. Indeed, many publications reviewed by Viola and 

Boeckxstaens [59] describe different macrophage subtypes 

according to their origin and their localization into the intestine. 

Once a tumor starts to grow, immune cells immediately react 

with a local infiltration to surround the tumor in order to 

eliminate these cancer cells [60,61]. However, during tumor 

progression, cancer cells try to corrupt a part of immune system, 

especially the myeloid cells, to counteract cytotoxic lymphoid 

cells. In addition, they also benefit from ECM remodeling and 

many released immune cytokines to grow and disseminate [62–

64]. Following sections will summarize the current general 

knowledge with some CRC specificities, on the two myeloid 

cells, macrophages and neutrophils mainly known for their 

ability to switch from an anti-tumoral to a pro-tumoral 

phenotype. 

 

Tumor Associated Macrophages  
 

By educating stromal and immune cells to further produce 

inflammatory mediators, cancer cells induce a chronical 

moderate inflamed environment. This prolonged inflammation is 

not only confined within the primary tumour microenvironment 

but it spreads to distant tissues or organs, as the bone marrow 

and the spleen, where it stimulates myeloid cell development and 

mobilization. This results in an accumulation and polarization of 

myeloid cells systemically and within solid tumors. Indeed, 

monocytes, precursors of macrophages, proliferate into the bone 

marrow and go into the blood circulation to finally reach their 

target destination. Some will never differentiate into 

macrophages but will actively participate in tumor immune 

escape. However, many studies have detected the presence of 
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these immunosuppressive monocytes into the blood or the 

spleen, indicating that their polarization as immunosuppressive 

monocytes is already induced distantly by the primary tumor 

[65–67]. The other part of monocytes will differentiate into 

macrophages once they reach the tissue or the tumor in response 

to various chemo-attractant factors such as: damage-associated 

molecular patterns (DAMPs), pro-inflammatory signalling 

molecules and chemokines [68,69]. A known example of tumor-

derived chemo-attractants is the colony-stimulating factor 1 

(CSF1; named also M-CSF), that stimulates the differentiation 

and maturation of monocytes into tumour-associated 

macrophages (TAMs).  

 

Macrophages are myeloid cells with a strong phagocytic 

potential but not with the strongest antigen presentation ability 

when compared to dendritic cells. However, they often represent 

a major part of the tumor immune infiltration and they are 

associated with poor patient outcome [68,70]. This correlation 

between macrophages and poor prognosis is the consequence of 

an acquisition or persistence of an immunosuppressive 

phenotype of these macrophages. However, many studies have 

shown that an increased density of macrophages in CRC is 

correlated with a better prognosis [71–74] and in some others, it 

is correlated with a poor prognosis [75–77]. This discrepancy 

indicates that macrophages can play opposites roles accordingly 

to the tissue and cancer type but also along tumor evolution. It is 

generally accepted that initially the tumor recruited macrophages 

exhibit pro-inflammatory activity and then, during tumor 

progression, they switch to a pro-tumor phenotype.  

 

Indeed, the majority of the literature classify macrophages into 

two types: the „classically activated‟ or „alternatively activated‟ 

macrophages, usually called M1 or M2 macrophages. M1 

macrophages are defined as anti-tumorigenic and M2 

macrophages as pro-tumorigenic (i.e. TAMs) [78,79]. These 

polarizations are also found in CRC, with a strong plasticity and 

intermediate states according to the tumor microenvironment 

(TME) [80].  
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The literature has described some main function of M2 

macrophages within tumor evolution such as angiogenesis 

stimulation, extracellular matrix (ECM) remodeling, release and 

production of growth factors or cytokines to directly boost the 

tumor growth and modulate other immune cells. Indeed, in 

human breast cancer and lymphomas, a strong TAM 

concentration is frequently associated with an increased 

vascularization [81–83]. This phenomenon was also confirmed 

in a transgenic mouse model for breast cancer, where CSF1 

inactivation leads as expected, to a macrophages deficiency but 

interestingly, leads also to a decrease in vascularization [84]. 

Other studies in mouse cancer models had intensively deciphered 

the TAM pro-angiogenic role by examining how endothelial cell 

(ED) survival, activation and proliferation are promoted by TAM 

secretions. Markedly, the well-known vascular endothelial 

growth factor A (VEGFA), was found as an important 

macrophage-secreted factor in both human and mouse tumors 

[85–88]. Furthermore, VEGFA was not only described as a 

growth factor for EDs but also contributes to facilitating tumor 

cell intravasation and dissemination by increasing vascular 

permeability [89]. In addition to the VEGFA and two other 

VEGF-family members (the placental growth factor (PlGF) and 

the VEGFC), several other pro-angiogenic factors secreted by 

TAMs were characterized such as interleukin-1β (IL-1β) and 

IL-6, fibroblast growth factor 2 (FGF2), tumor necrosis factor 

(TNF) and inflammatory factor CXC-chemokine ligand 8 

(CXCL8; also known as IL-8) [90–92]. TAMs are also a source 

of some members of the WNT family. Using once again a 

transgenic mouse model for breast cancer, Wnt7b deletion in 

TAMs reduced the WNT– β catenin pathway activation in EDs. 

The consequence is a decrease of the expression of mitogenic β 

catenin target genes in tumor EDs and a tumor vasculature 

reduction [93]. In addition, hypoxia induces the expression of 

CXCL12 (also known as SDF1) and Angiopoetin2 (ANGPT2) 

by tumor cells and EDs, respectively. Both factors stimulate the 

recruitment of TAMs that express the respective cognate 

receptors CXC-chemokine receptor 4 (CXCR4) and TIE2 and 

lead to their perivascular accumulation. his subpopulation of 

TAMs called perivascular TAMs, is implicated in tumor 

angiogenesis [94–96] and positively correlates with a higher 
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microvascular density and an increase in the dissemination 

ability in different types of cancer [89,97]. Finally, TAMs 

express semaphorins, a family of vascular guidance molecules, 

some of which were described as impacting EDs sur¬vival and 

migration [98]. However, being one of the M2 characteristics, 

the pro-angiogenic capacity of TAMs may depend on the 

specific TME in which they reside and the cytokine medium to 

which they are exposed [68,90]. 

 

The second aspect of the M2 phenotype is the ability to remodel 

the ECM favoring tumor progression. ECM encompasses 1) the 

interstitial matrix that forms porous three-dimensional networks 

around stromal cells, connecting these cells to the basement 

membrane and 2) the basement membrane that represents a thin 

but extremely dense ECM, acting as a mechanical frontier 

between epithelial cells and the interstitial matrix. ECM fibers 

can be rearranged by an array of secreted enzymes, such as 

proteases and oxidases. Furthermore, the ECM represents a 

major source of soluble factors due to its ability to bind growth 

factors and other ECM-associated proteins. Thereby cell surface 

receptors can interact with ECM components mediating a broad 

range of cell behavior like apoptosis, proliferation, 

differentiation and migration [99]. Noticeably during cancer 

progression, i.e. once the basement membrane is broken and the 

tumor become invasive [100], the remodeling of the interstitial 

ECM induces a large range of changes affecting ECM stiffness, 

cell signalling, tumor progression (differentiation or CSC trait 

acquisition) and cell migration. Both in healthy and pathological 

context, interstitial ECM components production and ECM 

remodeling are essentially made by fibroblasts, especially once 

they are activated into myofibroblasts. [101]. However, many 

other cell types could also induce an ECM remodeling including 

tumoral and immune cells.    

 

TAMs polarized into an M2-like phenotype and tumor-

associated neutrophils (TANs) that we will discuss latter, are 

important sources of proteases in the tumor microenvironment. 

The matrix metalloproteinases (MMPs), disintegrin and 

metalloproteinases with thrombospondin motifs (ADAMTS) and 

the disintegrin and metalloproteinases (ADAMs) are among the 
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most well-known and described proteases. These 

metalloproteinases are counterbalanced by protease inhibitors 

called tissue inhibitor of metalloproteinases (TIMPs) [102–104]. 

Indeed, TAMs induce interstitial collagen degradation through 

MMP overexpression, including proangiogenic TIMP-1-free 

MMP-9, accompanied by increased endocytosis and lysosomal 

degradation of collagen [105,106]. Interestingly, macrophages 

are also able to deposit the glycoprotein osteonectin, which is 

known to promote stromal invasion in a mouse model of breast 

cancer [107]. Recently, in a mouse orthotopic colorectal cancer 

model, TAMs where shown to contribute to ECM deposition. 

This study highlighted that TAMs are the major cell type to 

upregulate synthesis, deposition, cross-linking and linearization 

of collagens, especially collagen types I, VI and XIV around 

invasive tumoral cells [108]. These data add evidences that 

immune cells participate not only to ECM degradation but also 

to ECM deposition. 

 

ECM remodeling by TAMs has a strong impact on cancer cell 

motility [109]. In addition, due to ECM degradation, some 

inactive growth factors can be released. For example, 

fibronectin, binds insulin like growth factor binding-protein-3, 

FGF-2 and VEGF-A with high affinity [110]. Another example, 

secreted by cancer and stromal cells, VEGF can bind to the ECM 

[111] but also can be released through macrophages-produced 

MMP9, driving angiogenesis and invasiveness [112–114]. 

Additionally, MMPs can alter tumor progression by a non-

proteolytic function. For example, MMP-3 binds and inhibits 

non-canonical Wnt5b, resulting in a Wnt signaling increase 

[100]. 

 

CRC cells take advantage from pro-tumoral polarized 

macrophages. Thereby, this crosstalk between both cell types 

initiates and maintains a positive feed-back loop supporting 

tumor progression and dissemination. Though publications 

describing M2 macrophages in CRC remain still rare, some start 

to decipher this crosstalk. Indeed, CRC cells carrying a missense 

mutant P53 (but not an inactivating mutation) were shown to 

release exosomes leading to an M2 polarization. A study, where 

authors have used patient samples for ex vivo experiments as 
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well as for in vivo subcutaneous and intrasplenic CRC cell 

injections, they have found that macrophages induce an 

immunosuppressive environment demonstrated by a higher 

production of ECM remodeling enzymes, pro-angiogenic factors, 

and factors acting directly on tumor cell growth and mobility as 

TGF-β and TGF-βi [77]. Additionally to its immune suppressive 

potential [115], TGF-β is a potent EMT inducer in many cancer 

types including CRC [116] but only on cancer cells still 

responsiveness to TGFβ signaling through TGFβ-receptor and 

SMAD4. However, it is interesting to note that M2 macrophages 

can produced TGF-βi because this factor was recently described 

as an enhancer of tumor vascularization and CRC cell migration 

despite SMAD4 mutation [117]. A series of studies from the 

same lab described another crosstalk between a specific M2 

macrophage subtype and CRC cells. Wnt5a, a member of the 

Wnt family, was originally observed to be secreted by TAMs in 

CRC [118]. Based on this observation, Xiong‟s lab confirmed 

this observation in CRC patient samples. Additionally, the 

number of Wnt5a positive TAM correlates with TNM state and 

is associated with a poor recurrence-free survival (RFS) and 

overall survival (OS). Behind these effects, CRC cells through 

their IL-4 secretion, were able to induce Wnt5a TAM 

expression. Wnt5a acts then as an autocrine factor on the other 

TAMs, inducing their CCL2 and IL-10 production. Thereby, 

these cytokines enhance macrophage recruitment, macrophage 

motility and M2 polarization. Finally, even if a direct or an 

indirect effect on CRC cells is not yet well deciphered, CCL2 

and IL-10 increase also tumor growth, cell migration and 

circulating tumor cell (CTC) number. Among the diversity of 

factors secreted by M2 macrophages, some are known for their 

immunosuppressive potential such as IL-10, TGF-b, VEGF, 

CCL18, CCL21, CXCL12 that are implicated in tumor evolution 

and others as IL-6 and TGF- β,  play a role in EMT transition 

[119,120]. 

 

TAMs also modulate directly or indirectly T cell activity. Using 

ovarian carcinoma patient samples, Curiel et al., have found that 

TAMs constitute an important source of CCL17 and CCL22 that 

act on directing T reg into the TME [121]. A similar observation 

was done in CRC mouse models either induced by N-methyl-N-
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nitrosourea (MNU) and H. Pilory infection or by subcutaneous 

CRC cell line injection. CCR6 positive T reg cells were strongly 

attracted into the tumor due to the macrophages-CCL20 

production (the sole ligand of CCR6) and this attraction was lost 

when macrophages were depleted [122]. Additionally, it was 

also observed in human renal carcinoma that isolated TAMs 

were able to induce CD4+ T cells differentiation into Treg cells 

in vitro [123]. CD4+ T cell differentiation into Treg and their 

proliferation could be induced by TGF-β production by myeloids 

cells like DCs and M2 macrophages [124–127]. Moreover, 

TAMs can also themselves inactivate CD8+ T cells by either 

upregulating the ligands PDL1 and PDL2, which actively inhibit 

TCR signaling on T cells, or by releasing inducible nitric oxide 

synthase (iNOS) [65,66,128] or TGF-β [115,125,129,130], 

preventing cytotoxic CD8+ T lymphocytes (CTL) function 

[131]. Finally, TAMs can also impact CTL function by acting on 

the initial step of T cell priming into lymph nodes. Indeed, 

TAM-derived IL-10 can induce lipid accumulation into dendritic 

cells, suppressing antigen presentation by DCs but also it could 

reduce IL-12 secretion by DCs. Both decreased significantly 

DCs ability to prime CTL [132–134]. Together, these different T 

cell modulations by TAM highlight that blocking TAM 

recruitment in spontaneous breast cancer mouse model can 

increase CD8 positive T cell infiltration and CTL activity in the 

primary tumor [135]. 

 

However, recent single-cell RNA sequencing studies unveiled 

that TAM are distributed along a large range from M1 to M2 

phenotype [136–138], reflecting the complexity to attribute a pro 

or anti-tumoral role of a macrophage population. Macrophages 

polarization should be defined by several M1 and M2 markers 

and always interpreted according to the tissue and tumor state. 

Moreover, the macrophage origin (resident population or 

monocyte derived) should be further considered. In the future, 

deciphering intestinal macrophage role during CRC initiation 

and development could highly help to better understand CRC 

progression especially since resident breast and lung 

macrophages were shown to induce early cancer cell 

dissemination and EMT [139,140]. 
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Neutrophils  
 

Neutrophils, another myeloid cell type of the bone marrow, play 

a crucial role during acute inflammation especially when an 

infection occurs. In  homeostatic conditions, around 1% of 

mature neutrophils are circulating [141], and the rest is retained 

in the bone marrow. Upon infection or during tumor 

development, factors are produced and transported through the 

blood until the bone marrow to allow Neutrophil proliferation 

and recruitment. Indeed, primary tumor cells and their 

microenvironment induce an elevated systemic level of 

cytokines, chemokines and growth factors, such as CCL2, 

CCL15, IL-17, IL-1β, IL-8 and granulocyte colony stimulating 

factor (G- CSF also called CFS3), contributing to systemic 

myeloid expansion by two mechanisms. These factors alter 

hematopoietic lineages in favor of the myeloid lineage, 

especially toward neutrophil differentiation and then, force the 

bone marrow to release them into the blood [141]. For example, 

once CSF3 binds to its receptor (CSF3R) expressed by 

neutrophil precursors, it activates the Janus kinase (JAK)–signal 

transducer and activator of transcription 3 (STAT3) pathway, 

promoting neutrophil proliferation and expansion. Then, the 

recruitment of neutrophils to the tumors (but also other organs), 

is in part mediated by CXCL chemokines through CXCR1 and 

CXCR2 [142]. In the case of CRC, SMAD4 mutated cancer cells 

are not only unresponsiveness to the cytostatic effect of TGF-β 

but they also overexpress the myeloid chemokines CCL2 and 

CCL15 [143,144] involved in neutrophil expansion and 

recruitment. Interestingly, patient sample analysis indicated that 

tumor-bearing patients with a high neutrophil to-lymphocyte 

ratio (NLR) in the circulation is associated with a poor clinical 

outcome in many different types of cancer including CRC [145–

148] especially because they facilitate metastatic spread [149–

151]. However, opposing functions of neutrophils have been 

described, and some evidences suggest that intratumoral 

neutrophils can have anti-tumor functions. Thereby, it has been 

suggested that neutrophils may be classified like macrophages as 

either N1, „anti-tumorigenic‟, or N2, „pro-tumorigenic‟ with also 

differential states of activation and differentiation [152–154]. 

These latter studies highlighted that the use of binary 
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classification systems is not yet perfect to fully understand the 

complexity of the tumor microenvironment. Indeed, neutrophil 

polarization range is difficult to study because their short half-

life complexes their study in vitro. 

 

However, some factors inducing a M2 phenotype as TGF-β, 

induces also a N2 phenotype [152]. This finding has allowed to 

repeat TGF- β, /macrophages experiments with neutrophils 

instead. Interestingly, evidences emerged that tumor- derived 

cytokines and chemokines can prolong neutrophil survival 

[155,156]. In a CRC mouse model, the cancer stem cell 

population is particularly responsible of the release of 

chemokines and exosomes systemically to attract neutrophils. 

Interestingly, these exosomes contain short RNAs able to induce 

an N2 phenotype and prolong neutrophils survival, thus, N2 

neutrophils can survive for a sufficient amount of time to reach 

the primary tumor and exert their pro-tumorigenic role [157]. 

 

Among N2 markers, the literature had described globally the 

same four different types of markers previously described for 

M2 markers. To avoid redundancy, less details will be given for 

these shared mechanisms between M2 macrophages and N2 

neutrophils but emphasize on recent literature describing specific 

aspects of N2 neutrophils.  

 

Attracted by hypoxic conditions [114], neutrophils are among 

the most important culprits of pro-angiogenic factors release, 

especially due to their ability to remodel TME [158]. Indeed, 

following STAT3 signaling pathway activation by CFS3, N2 

neutrophils express several pro-angiogenic proteins such as 

VEGF-A, FGF2 and MMP9 [159] and it has been shown in 

human, that exposure to TNF, stimulates rapidly their VEFG-A 

granule-release [160]. Furthermore, CSF3-STAT3 axis also 

induces prokineticin-2 over-expression (also called BV8) [129] ; 

a factor previously described as promoting EC proliferation and 

angiogenesis in tumors [130].  Concomitant with angiogenic 

factor release, ECM remodeling proteases produced by 

neutrophils exacerbate the tumor angiogenesis. The better 

example is the MMP9, a strong releaser of ECM-bound VEGF-A 

[163–165]. In addition, compared with TAMs production, 
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neutrophils are the main source of TIMP-free pro-MMP9 [165–

168]. Moreover, like M2 macrophages, N2 neutrophils can 

directly or indirectly prevent CTL function [169]. Indeed, 

theyare also a main source of MMP9, known to fully process 

latent TGF-β into its active form [170], participating to inactivate 

CTL in CRC [171–173]. Additionally, N2 neutrophils prevents 

directly or indirectly CTL function also by ROS [142,150] and 

arginase 1 (Arg1) production [174].  

 

Recently, the major neutrophils‟ weapon against bacteria, the 

neutrophil extra-cellular trap (NET), was also described as a key 

process favoring cancer dissemination through different 

mechanisms. This neutrophil death program called NETosis is 

the expel of modified chromatin decorated with bactericidal 

proteins, acting like a spider web that can catch and kill 

pathogens [175–177]. Interestingly, circulating tumor cells 

(CTCs) could take advantages of this NETosis to facilitate their 

fixation and extravasation in distant target organs. Indeed, many 

studies, with mouse models and CRC patient data, observed that 

bacterial infections or exposure to lipopolysaccharides (LPS), a 

bacterial compound, generates a better CTC fixation on capillary 

vessel due to the neutrophil NETosis [178–182]. Briefly, this 

CTC fixation is helped by β-integrin interaction with NET[182]. 

Furthermore, the literature described that CTCs induce and bring 

with them N2 neutrophils from the primary tumor to travel in 

cluster into the blood vasculature. These breast CTCs exhibit a 

higher proliferation potential than their single or other type of 

cluster counterparts explaining the poor prognosis of the patient 

for whom only one of this cluster type is detected in the blood 

[183]. But the potential of these neutrophils clustered with CTCs 

to enter into NETosis is unfortunately still unknown. However, it 

is describe in metastatic sites for breast cancer and CRC, that for 

example, IL-8 secretion by disseminated cancer cells (DTCs) 

activate neutrophils NETosis in order to first, create a shield 

against CTL [172], secondly, to locally facilitate the 

extravasation/migration capacity of CTCs/DTCs [151] and 

thirdly, to act also as a chemo-attractant on colorectal and breast 

CTCs [173]. Finally, a recent study highlighted a side effect of 

lung inflammation on DTC awaken. Indeed, breast patients 

without detectable lung metastasis are more prone to develop 
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metastasis if they have a history of smoking. Using mouse 

models, this poor prognosis was explained by NETosis 

activation releasing ECM remodeling proteases as neutrophil-

elastase (NE) and MMP9. Thereby, these proteases cleaved the 

basement membrane laminin. Once cleaved, the laminin 

products bind the β-integrin of the dormant DTCs and activate an 

awaken program [186]. The same mechanism could explain 

CRC metastatic recurrence after liver surgery where significant 

NETosis is observed after the surgery [187]. 

 

Primary tumor in different cancer types appears also to be able 

of initiating a pre-metastatic niche through secretion of soluble 

factors/ exosomes into the blood to reach distant sites. This 

process strongly implicates neutrophil bone-marrow expansion 

and recruitment in the future distant targeted organs. Indeed, 

clinical datas and mouse model for ovarian cancer showed that 

neutrophils are recruited before any detected dissemination and 

more importantly, that the NETosis will help the future CTC 

extravasation and their proliferation [188].  As previously 

discussed above, exosomes can be systemically released to 

polarize and recruit bone-marrow derived N2 neutrophils into the 

primary tumor but some evidences start also to demonstrate that 

exosomes can indirectly recruit neutrophils in the pre-metastatic 

niche [189]. For example, TIMP-1, produced by the primary 

tumor and its TME, reaches the liver through the blood and 

changes hepatocyte expression profile. Among these changes, 

potent neutrophil chemokines like fibronectin, TGF-β, SDF-1 

and urokinase plasminogen activator (uPA) are overexpressed 

allowing bone-marrow derived neutrophil recruitment into the 

liver to initiate a pre-metastatic niche [190]. In a specific CRC 

subtype, using patient data accompanied with mouse models, 

Jackstadt et al., showed that tumor cells induce bone-marrow 

derived neutrophil expansion notably through CXCL5 secretion 

and neutrophil recruitment by TGF-β2 not only into the primary 

tumor but also into the liver before metastasis formation. This 

recruitment leads to an immunosuppressive environment 

orchestrated by a reduction of T cell liver infiltration [191].  
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Conclusion  
 

The Wnt signaling pathway has emerged as one of the main key 

biological pathway in regulating intestinal stem cell homeostasis 

and determining cell fate. In tumorigenic state, since its first 

association with human FAP and the development of Apc
Min

 

mouse model, the Wnt pathway has been highly described as 

involved in intestinal tumor formation in humans  

and mice. New technologies such as CRISPR/Cas9 are being 

used to successfully create innovative and elegant mammalian 

CRC models. This includes generating transgenic mouse models 

with multiple genetic mutations mimicking CRC initiation and 

progression [58], metastatic CRC models [192,193],tools for 

tracking cancer stem cells in vivo [194], and xenografts from 

organoids biobank derived from a range of CRC tumors with 

different clinical stage s [195,196]. These complementary mouse 

models coupled to organoid culture have greatly improved our 

knowledge on mechanisms involved in cancer. The impact of 

aberrant Wnt signaling is not restricted to cancer cells since it 

dynamically interacts as well with the surrounding 

microenvironment including the immune system. This latter 

appears in each cancer type as a potent partner of tumor 

progression [146,197,198]. However, immunotherapies like 

immune checkpoint inhibitors represent a promising hope to act 

in synergy with chemotherapies [199–203]. Initially, CRC 

tumors were thought as poorly immunologic and immunotherapy 

failure was expected.  However, several studies reported that 

lymphocyte activation is, indeed, associated with a good 

prognostic [204]. In addition, some CRC subtypes (Lynch 

syndrome or microsatellite instability-high (MSI-H) tumors), 

were more prone to respond to the combination of chemotherapy 

and immunotherapy [205]. For other subgroups, including 

sporadic CRC without mutations in DNA mismatch repair 

(MMR) genes, fundamental research on resident macrophages 

and other myeloid and lymphoid cells should be done in order to 

better decipher the role of the immune system along the CRC 

progression. Thereby, as in breast cancers, potential new targets 

should be found in order to re-educate the immune system 

against tumor cells. 
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Abstract  
 

The fate of the adult human body, in terms of tissue development 

and homeostasis, is governed by how well its cells interact with 

one another, and with their environment. While the biochemical 

aspect of such interactions has been extensively studied for 

decades, their mechanical features, have only more recently 

captured the attention of cell biologists. Such an over sight 

becomes particularly notable when studying immune cells that 

experience different mechanical milieus during their life cycles- 

from primary/secondary/tertiary lymphoid organs and peripheral 

tissues displaying variable substrate rigidities, to the blood and 

lymphatic circulatory systems presenting complex hydrodynamic 

forces- and that are capable of exerting a substantial amount of 

force against their interacting surfaces. Indeed, mechanical cues, 

both dynamic forces and spatial features, have been shown to 

regulate the development, activation, differentiation and 

expansion of immune cells. T cells in specific, however, depict a 

unique paradigm of mechano-immunomodulation as the T cell 

receptor (TCR) itself has been shown to both sense and convert 

forces into biochemical signals, as well as induce force exertion 

following triggering. Consequently, it is only reasonable to 

imagine that incorporating mechanical cues into our “classical” 

view of T cell biology will help us better understand and 

manipulate their behavior, and more importantly, address the still 

unresolved mystery of their activation. In this chapter, we will 

review the existing body of knowledge showcasing the influence 
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of mechanical forces on certain T cell surface and cytoplasmic 

proteins, the process of force generation during T cell 

interactions, how these forces come into play in T cell biology, 

and finally the ability of T cells to sense and respond to substrate 

stiffness and ligand mobility.      

 

Keywords  
 

Immune Cells; T Cells; Mechanical Cues; TCR; Forces; 

Substrate Stiffness; Ligand Mobility 

 

Looking Back on History  
 

In all forms of life, survival depends on the ability to adapt to 

environmental stresses, including mechanical stimuli such as 

external physical forces. It is a requirement so fundamental that 

it is at the core of all biological designs; virtually all organisms 

have evolved structures from the macro (organs, tissues) to the 

micro (cells) and even down to the nanoscale (molecular 

assemblies, single proteins) that are not only sensitive, but also 

responsive to forces. 

 

The biological effects of these forces are perhaps most evident in 

the context of physical structure and activity- the skeleton 

provides structural support to sustain the force of gravity. The 

skin provides a protective barrier that is maintained upon the 

application of external stretch. Even the simplest of 

physiological functions, such as respiration and circulation, 

require the generation of forces. This could explain why the 

earliest understanding and quantifications of these forces were 

focused on the organism and organ levels. In 1917, biologist 

D’Arcy Thompson published his book ‘On Growth and Form’, 

in which he discussed how mechanical forces contribute to the 

shape and size of living organisms [1]. Near contemporaries of 

Thompson, Cecil Murray and Julius Wolff, proved respectively 

that shear stress controls the size of blood vessels [2] and that 

mechanical loading increases the thickness and density of bone 

[3].                                                                                                                                  
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This goes to show that the study of the interplay between 

physical forces and biological function dates back to well before 

the term ‘mechanobiology’ was even coined. Today, there is a 

general consensus that cells constantly sense the various 

mechanical cues (e.g. force, stress, strain, rigidity, topology and 

adhesiveness) of their micro-environment, via a process called 

‘mechanosensing’. They then translate these cues into 

biochemical signals such as modified binding affinity, altered 

phosphorylation state, and/or a conformational change; a process 

called ‘mechanotransduction’. 

 

These features are ubiquitous among different cell types and find 

themselves at the core of many physiological functions; in 

particular, it has been demonstrated that they are instrumental for 

key moments of immune cell life and function [4]. For decades, 

immunological research had focused on identifying the networks 

of secreted ligands, cell surface receptors, intracellular signaling 

pathways, and transcriptional factors mediating the immune 

response [5]. These networks have been predominantly regarded 

as chemical in nature, largely because the individual molecules 

that make them up have been characterized by their non-covalent 

molecular interactions and/or enzymatic activity. Though this 

chemical description may not be incorrect, it neglects the 

influence of physical cues, in particular mechanical forces, on 

signaling networks, as well as the influence of signaling 

networks on the mechanical environment within and outside of 

the cell. Such an oversight becomes particularly relevant when 

studying immune cells whose lives are intensely “physical”: 

regularly deforming, migrating through tight interstitial spaces, 

adhering under shear flow, and forming stable interfaces (known 

as immunological synapses; ISs) with other cells [6] (Figure1). 

Effectively, this means that the receptor-ligand interactions that 

govern immune cell function are likewise being subjected to and 

influenced by the same mechanically tempestuous 

microenvironment. And, given that several cell surface proteins 

(e.g. integrins) are known to be strongly connected to the actin 

cytoskeleton, which is in turn connected to other intracellular 

proteins, this makes the molecular machinery involved in signal 

transduction ideal for relaying physical information about the 

extracellular environment into the cell, as well as translating 
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biochemical signals inside the cell into physical forces exerted 

against that environment [7,8]. 

 

 
 
Figure 1: Origins and orientations of forces at the cellular and molecular scales 

in T cell recognition and function. 

 

Exemplifying the importance of mechanosensing and 

mechanotransduction in their development and function are T 

cells, key players of the adaptive immune system [9]. Broadly 

speaking, T cells can be divided into three categories; Cytotoxic 

T cells that directly kill virally infected cells and cancer cells, 

and Helper and Regulatory T cells that activate and tune the 

effector functions of other cells in the immune system. In either 

case, T cells carry out the formidable task of identifying a 

particular cognate peptide bound to the major histocompatibility 

complex (pMHC) (Figure 2A), against a very noisy 

environmental background of endogenous self-peptides MHCs, 

many of which involve the same MHC molecule [10]. They do 

so even though the T cell receptors (TCRs) are cross-reactive 

and typically low in affinity when measured in isolation. One 

would expect that such high-fidelity decisions would be time 

consuming, however, T cells scan numerous antigen presenting 

cells (APCs) in a very short time (~ a few minutes) so that the 

immune system can react fast enough and avoid any potential 

significant damage to the body. The ability of T cells to perform 

their function properly while simultaneously abiding by all these 

constraints has baffled the scientific community for many years. 

Over the last decade, mechano-sensing/transduction has been 
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proposed to be the missing puzzle piece in our understanding of 

T cell function [11,12].  Different players may have different 

roles, as we will exemplify further on. 

 

Integrins: The Prototypic Mechanoreceptors  
 

As in any architectural structure, if mechanical load is to be 

transmitted across the cell surface into the cell, the simplest 

manner to do so would be through pliable structural elements 

that are physically interconnected [13]. Given that integrins link 

either the ECM or integrin ligands on other cells (through their 

extracellular domains) to the actin-cytoskeleton (through their 

cytoplasmic tails and adapter molecules) (Figure 2B), they 

represent excellent candidates for both mechanosensing and 

mechanotransduction. In fact, the demonstration that integrins 

are indeed mechanoreceptors was made almost three decades ago 

in a series of elegant experiments using magnetic twisting 

cytometry, where twisting ligand-bearing beads bound to β1 

integrins caused endothelial cells to stiffen [14]. 

 

 
 
Figure 2: Key mechanosensory molecules for T cells. A: TCR interacts with 

peptide bearing MHC of an APC and directs the specificity of the adaptive 

immune response through signaling via the phosphorylation of CD3 

cytoplasmic tails. B: Integrins can modulate their extension and interaction 

with the cytoskeleton depending on forces acting on them (outside-in signaling) 

or in response to e.g. T cell activation through the TCR (inside-out signaling) 

[15]. 

 

T cells specifically rely heavily on integrins, whether it is for 

adhesion during trafficking from the bloodstream, migration 

within tissues, immune synapse formation, or for signaling and 
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cell polarization [16]. Lymphocyte function-associated antigen-1 

(LFA-1) is the predominant integrin on T cells, binding 

intercellular adhesion molecule-1 and -2 (ICAM-1 and ICAM-2) 

on partner cells (APCs or endothelial cells) [5]. Like other 

members of the integrin family, LFA-1 is a heterodimer 

comprising one α and one β chain, each containing a long, stalk-

like extracellular domain, a transmembrane helix, and a short 

intracellular tail responsible for interacting with cytoplasmic 

signaling and cytoskeletal proteins [17]. 

 

The affinity of LFA-1 to ICAMs, however, is intimately coupled 

to its conformation, which is in turn set by the cell activation 

status [18]. In the cell resting state, LFA-1 exhibits a low 

affinity, bent conformation in which its ligand binding pockets 

are oriented towards the plasma membrane. In the presence of 

activating TCR signals during immune synapse formation, 

specific protein complexes (e.g. talin and kindlins) assemble on 

the cytoplasmic tails of the α and β chains and drive them apart 

[19]. The conformational change induces the extension of the 

extracellular domain, thus allowing ligand recognition. Although 

this extended conformation is capable of ligand binding, it can 

only do so at intermediate affinity. In fact, TCR signaling alone 

is insufficient to unlock the full binding potential of LFA-1 [20]. 

 

Only under applied tangential force, originating from the actin 

cytoskeleton (further elaborated later on), and transferred to 

integrins via interactions between cytoskeletal adaptors, such as 

talin, and the tail of the β subunit, does LFA-1 reach peak 

binding affinity (~ 100 fold increase) [21,22], a clear signature of 

catch-bond behavior. Catch bonds are an unusual kinetic 

behavior of ligand receptor interactions where the exertion of a 

physical force on a molecular complex counter-intuitively 

prolongs its bond lifetime, in contrast to the so called ‘ordinary’ 

slip bonds, where force intuitively shortens bond lifetime. 

Indeed, similar to other integrins [23], LFA-1 binding with 

ICAM-1 behaves as a catch bond [24]. 

 

Interestingly enough, the engagement of LFA-1 alone does not 

generate any measurable forces or intracellular signaling [25]. 

This observation suggests that the mechano-sensing/transduction 
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capacity of T cells could not be limited to conventional adhesion 

molecules such as integrins.  

 

The TCR as a Mechanosensor  
 

In the event that a cognate pMHC on an APC is encountered, 

TCR signaling will rapidly convert the ligand-binding event to 

the phosphorylation of up to 10 immunoreceptor tyrosine-based 

activation motif elements (ITAMS) in the cytoplasmic tails of 

the associated CD3 complexes. The ensuing signaling cascade 

ultimately results in developmental decisions, effects, or 

functions [26]. Unfortunately, our current knowledge of this 

signaling cascade far exceeds our limited understanding of how 

it is initiated upon TCR-pMHC binding. 

 

The TCR-pMHC interaction is probably among the weakest 

protein-protein interactions that can initiate an effective 

biological response [27]. The affinity of a TCR binding to a 

pMHC is only around 10−4-10−6M [28], about 1000 times weaker 

than a typical antigen-antibody binding (10−6-10−10M [29]). 

Aside, shape-complementarity at the TCR-pMHC interface has 

been shown to be extremely poor [30]. Despite that, the TCR is 

still capable of discriminating as few as one to ten non-self 

antigens in a sea of endogenous self antigens that are presented 

by the same self-MHC molecule on the APC surface, and even a 

single pMHC is thought to be sufficient to trigger efficient TCR 

signaling and subsequent T cell activation [31]. All of this begs 

the question: How can a seemingly weak interaction 

simultaneously achieve such levels of specificity and sensitivity? 

 

In an attempt to answer this question, in 2008, Ma and 

colleagues proposed a ‘receptor deformation model’ for TCR 

signaling. In this model, TCR signaling is initiated by significant 

conformational changes in the TCR/CD3 complex, induced by a 

pulling force originating from the cytoskeleton of the T cell and 

transmitted through pMHC-TCR binding interactions with 

enough strength to resist rupture [32]. Essentially, providing a 

mechanistic explanation to the specificity and sensitivity of the 

TCR. 
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A year later, Kim and colleagues provided the first concrete 

proof that the TCR behaves as a mechanosensor [19]. They used 

optical tweezers (OT) and nuclear magnetic resonance (NMR) 

techniques to characterize the distinct functional consequences 

of several anti-CD3 monoclonal antibodies (mAbs) binding to T 

cells. In parallel, they quantified Ca2+ levels as a measure of T 

cell activation. The NMR cross-correlation analysis showed that 

agonist Abs (i.e. those capable of triggering calcium fluxes) bind 

CD3 in a diagonal fashion, in comparison to CD3 Abs that do 

not trigger downstream signaling which bind CD3 in an upright 

mode (perpendicular to cell membrane plane). Interestingly 

enough, perpendicularly binding Abs were still capable of 

activating T cells but only when a significant tangential force, of 

~50 piconewtons (pN), i.e. ~10-12 times the thermal agitation 

limit, was applied by OT. Based on these observations, the 

authors proposed a model in which external tangential forces 

generated following pMHC ligation during the scanning of the 

APC by the T cell, allow TCRs to mechanically sense and then 

transduce the first activation signals. 

 

The TCR-pMHC Bond can Exhibit Complex 

Behaviors: The Catch Bond Proposition  
 

In 2014, Liu and colleagues connected yet another piece of the 

puzzle [33]. Using biomembrane force probes (BFPs), they 

showed that the lifetime of the bond between a TCR and its 

specific pMHC was prolonged by the application of a ~ 10pN 

force, indicative of catch-bond behavior. Such a complex 

response was also associated with more robust and long-lived 

cellular calcium fluxes, suggesting that catch bond formation 

may be required for stronger T cell activation. By contrast, the 

affinity of non-specific TCR-pMHC bonds peaked at zero force, 

indicative of slip-bond behavior. OT experiments using DNA 

tethers further revealed that it is in fact the FG loop of the 

constant domain of the β chain that allosterically controls the V 

domain modules’ catch bond lifetime and peptide discrimination, 

through a force-driven conformational transition [34]. 

Collectively, these findings demonstrated that by eliciting 

antigen-specific catch bonds, external forces may amplify the 

power of T cell antigen discrimination by separating agonist 
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pMHCs that induce catch bonds from non-specific pMHCs that 

exhibit only slip bonds.  

 

 
 

Figure 3: Different bond behaviors that have been proposed to play a role in 

antigen discrimination during the TCR-pMHC interaction. Slip bonds, whose 

lifetime only decreases when subjected to increasing forces, vs. catch bonds 

whose lifetime increases when subjected to increasing forces, up to a certain 

maximum limit (which has been estimated to be ~ 10pN for TCR/pMHC), 

beyond which the lifetime decreases as a function of force, similar to slip bond 

behavior [33]. 

 

While catch bonds have been observed in a broad range of 

molecules, TCR-pMHC catch bonds are still enigmatic, as their 

origin is still a matter of debate; numerous reports employing 

purely acellular systems have demonstrated that, outside the 

cellular context, the TCR does not exhibit catch bond behavior 

[35]. Aside, how can a tangential (to the membrane) force 

applied to the TCR-pMHC bond make it stronger? The same 

group attempted to answer this question using an integrated 

approach of steered molecular dynamics (SMD) simulation, 

MTs, and BFPs [36]. Their results showed that forces acting on 

the TCR-agonist pMHC complex induced a conformational 

change in the MHC that subsequently increased the length of the 

complex. Specifically, the increased force experienced by the 

TCR-agonist pMHC bond uncoupled the α-chain β2-

microglobulin (β2m) interdomain interaction, resulting in a 5–10 

nm extension of the MHC. They proposed that such pronounced 

extension would not only stabilize the TCR- agonist pMHC bond 

but also promote the formation of new interactions after forces 
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rupture the preexisting ones. Based on these results, the authors 

hypothesized that, in the case of agonist pMHCs, the forces 

acting on the TCR-agonist pMHC complex would induce a 

conformational change in the MHC, ultimately stabilizing the 

complex and creating a catch bond. The catch bond would then 

endow the TCR with the power to sensitively discriminate 

between peptides (self and non-self), plus, the increased chance 

of bond formation would make T cell activation easier. 

Nevertheless, this still does not explain the discrepancy observed 

by [35] and more work will be needed to clarify (i) if the catch 

bond behavior is indeed essential for T cell activation and (ii) if 

it is in fact a hallmark of TCR-cognate pMHC bonds, where is it 

originating from. 

 

Mechanosensitivity Feature of the TCR 

Conserved at the Pre-TCR Level  
 

Even before the TCR, force-based discrimination, is thought to 

be conserved in its developmental precursor, the pre-TCR, for 

the selection of efficient TCRs. Early thymic progenitors (ETPs; 

uncommitted thymic cells retaining some myeloid, NK and little 

if any B lineage potential) enter the corticomedullary junction of 

the thymus as double-negative cells (DN, stages DN1 to 4), 

lacking the expression of both CD4 and CD8, as well as the full 

T cell receptor (whether TCRαβ or TCRγδ). For the αβ T cell 

lineage, a surrogate preT-α chain (denoted pTα, which lacks Vα 

of final TCRαβ) is expressed on the surface of DN2 cells in 

place of the α chain seen in the final αβTCR. Shortly after, the 

cells enter the DN3 stage where they synthesize the TCRβ chain 

and express it on their surface in association with the pTα chain, 

forming what is known as the pre-TCR receptor [37]. Signaling 

through this pre-TCR marks the first major checkpoint in early 

thymic development, referred to as β-selection, whereby only 

DN cells with productive TCRβ are selected to continue their 

development. The question here is how does pre-TCR signaling 

occur? 

 

Initially, pre-TCR signaling was thought to be ligand-

autonomous [38,39] and purely dependent on pTα charge-based 

receptor oligomerization [40]. That theory was readily 
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discredited by Mallis and colleagues [41]  who showed through 

NMR and BFP experiments that the pre-TCR, just like its mature 

form, and through the βchain alone, is capable of recognizing its 

respective pMHC (albeit with a broader specificity than its final 

TCRαβ form), as well as triggering calcium fluxes. Using OT, 

the same group later showed that this pre-TCR-pMHC 

recognition occurs specifically through the Vβ hydrophobic 

patch, in partnership with the Cβ FG loop of the TCRβ, and that 

the recognition is in-fact force-sensitive [42]. Indeed, the pre-

TCR-pMHC interaction, similar to the TCR-pMHC one, was 

shown to exhibit features of catch bond behavior. Diminishing 

bond strength and/or bond lifetime (through mutating either the 

Vβ or the Cβ FG loop) negatively impacted pre-TCR ligand 

discrimination and ultimately reduced post-DN3 thymocyte 

proliferation and developmental progression (Li et al. 2021). 

 

These observations show that only under force is pre-TCR 

signaling induced during β-selection. In this sense, the β 

repertoire is tuned prior to the αβ repertoire final tuning, with 

mechanotransduction through the β subunit serving as the first 

checkpoint towards ensuring a functional TCR. As for the 

diminished ligand specificity of the pre-TCR in comparison with 

that of the final αβTCR, it is possible that the broader ligand 

focus allows the β chain to interact with multiple self-pMHC 

ligands in the pMHC-rich stromal environment, affording DN3 

growth/survival advantage to pMHC binding competent 

preTCRs and imprinting self-reactivity in the developing 

repertoire. Thus, DN progression selects for a self-reactive 

repertoire early in development. The Vβ patch may contribute to 

this behavior, relaxing peptide specificity requirements and 

functioning as a surrogate Vα domain whose replacement at the 

double positive (DP) stage (signaling through the pre-TCR 

marks the end of DN3 stage and the transition into the DP stage 

where the cells stop β chain rearrangement, undergo a period of 

proliferation, and begin to express both CD4 and CD8) where by 

an actual Vα domain then imposes more precise peptide 

recognition. Negative selection, that corresponds to the final 

selection before T cells leave the thymus where only DP T cells 

that bind self antigens at low affinity survive, therein purges high 

pMHC self-reactivity while maintaining a low self-pMHC bias. 

https://pubmed.ncbi.nlm.nih.gov/33335016/
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Sensing and Exerting Forces on the Cellular 

Level: The Role of the Actomyosin Cytoskeleton  
 

Moving up from the molecular to the cellular level, mechanical 

forces play a very important role in T cell function. However, 

before diving into that, one should first address how forces are 

generated and sensed on the cellular scale. Ultimately, mechano-

sensing/transduction, on any scale, and force exertion are tightly 

linked processes. Mechanically induced conformational changes, 

just as those described for activating the pMHC-TCR and LFA-

1-ICAM bonds, only occur under the influence of force. Ergo, 

mechanotransduction necessitates that the cell exerts and 

receives forces from its environment. Conversely, force exertion 

is itself regulated by feedback from mechanosensing pathways, 

as we will see later on. 

 

Cells exert forces against their environments via dynamic 

cytoskeletal remodeling; the cytoskeleton is a polymer network 

composed of three distinct biopolymers: actin, microtubules, and 

intermediate filaments. Typically, it is the filamentous actin (F-

actin) cytoskeleton that bears the brunt of the mechanical load; It 

is a highly dynamic structure that undergoes continuous 

reorganization in response to external mechanical cues. This 

feature is what enables the cell to rapidly change its elastic 

properties and what consequently endows it with the capacity to 

apply forces against a substrate and move [44]. The classical 

model for F-actin dependent force exertion involves myosin 

motors consuming chemical energy in the form of ATP and 

walking on actin filaments in a general three-step process of 

binding, power stroke, and unbinding. This process is 

continuously repeated and leads to the generation of a contractile 

force (actomyosin contractile force) [44]. Although actomyosin 

contractility was initially characterized in muscle cells, it is now 

clear that it is a universal mechanism for force generation in 

most eukaryotic cells, fueling a wide range of processes 

including adhesion, division and motility. With that being said, it 

is important to note that actin polymerization alone, in the 

absence of myosin motors, does also generate force. However, 

such protrusive forces are far less characterized, most likely 
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because they are easily masked by the long-lasting, contractile 

ones [43]. 

 

Whether it is protrusive or contractile, in order for forces to 

propagate from the cytoskeleton onto the extracellular 

environment (substrate or cell), both parties have to be linked 

through adhesive contact points. The most characterized of such 

contact points are focal adhesions (FAs); FAs constitute large 

protein assemblies in which transmembrane adhesion receptors 

(e.g. integrins) and F-actin are bridged via a specialized layer of 

cytoplasmic scaffolding proteins (e.g. paxillin, vinculin, talin…) 

[45]. The size, composition, and structure of such adhesion sites 

are directly dependent on the mechanical forces that they are 

subjected to, whether it is from actomyosin contractility or from 

the extracellular environment. This explains why FAs are readily 

observed for fibroblasts cultured on stiff supports, while similar 

prominent contacts are harder to detect in-vivo, where the 

extracellular matrix (ECM) is much more compliant [46]. 

Interestingly, the process of building FAs from initial adhesion 

receptors is intricately coupled to the activity of intracellular 

signaling cascades, not through their possession of enzymatic 

activity, rather, their capacity to recruit specific, “classical” 

adhesome signaling components to the growing FAs [47]. For 

example, in the case of integrin mediated adhesions, the focal 

adhesion kinase (FAK) recruited to the FA site regulates diverse 

downstream signaling pathways, including those promoting cell 

growth and survival [48]. 

 

It has to be underlined that, unlike large adherent cells such as 

the fibroblasts mentioned above, many immune cells, among 

which the T cells, do not form distinct FAs-like structures in 

vitro or in vivo. Rather, they form transient adhesive contacts 

that contain cell surface receptors, F-actin, and cytoplasmic 

proteins such as the ones typically found in FAs. These contacts 

likely serve as sites for force exertion during migration and cell-

cell interactions [4].  

 

The most straightforward way in which cellular forces could 

contribute to T cell function is through enabling their migration 

and trafficking. Typically, as a cell moves on a substrate 
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(whether it is the ECM or simply a cover slide), it experiences 

external forces, mainly the viscous force/resistance from the 

surrounding medium and cell-substrate interaction forces, as well 

as internal forces that are generated by the cytoskeleton. In T 

cells, as in most animal cells, the cytoskeleton is the essential 

component in creating these motility-driving forces, and in 

coordinating the entire process of movement: First, a cell propels 

the membrane forward by growing the actin network at its 

leading edge, creating an F-actin rich lamellipodium. Second, it 

adheres to the substrate (for example through integrin adhesions 

in T cells) at the leading edge and deadheres (releases) at the cell 

body and rear of the cell (also known as uropod). Finally, the cell 

propels forward by the F-actin retrograde flow generated against 

the adhesive contacts present at the base of the leading edge of 

the cell; retrograde flow describes the variable movement of 

actin filaments rearward with respect to the substrate, generally 

in the direction opposite to cell movement [43] and it is caused 

by actin polymerization against the plasma membrane, which 

drives the growing fibers backwards, and myosin contractility, 

which collapses the leading edge F-actin network into linear 

bundles [4]. 

 

Aside from motility, cellular forces come into play at different 

time points in T cell activation. To begin with, the most basic 

requirement for T cell activation is for the TCR to interact with 

the pMHC. This may seem trivial to point out, however, there 

are physical barriers that make this interaction not as 

straightforward; The TCR-pMHC bonds (10-15 nm) are much 

smaller than individual TCR and APC glycocalyx proteins, such 

as the T cell receptor tyrosine phosphatases CD45 (28-50 nm) 

and CD148 (47-55 nm), and even LFA-ICAM bonds (45-50 nm 

for the couple). Though models such as the kinetic segregation 

one [49] were originally put forth to explain how the T cell 

overcomes these barriers, there still remains several key issues 

that the model does not account for [50]. Recently, Cai et al. 

combined time-resolved lattice light-sheet microscopy and 

quantum dot–enabled synaptic contact mapping microscopy to 

show how highly dynamic T cell F-actin-rich microvilli 

colocalized with TCR microclusters (MCs; upon ligand binding, 

TCRs coalesce into signaling microclusters containing >10 
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receptors each), and in the absence of external stimulus, scanned 

the entire area of opposing cells and surfaces (coated with 

antagonist/agonist pMHCs and ICAM-1) before and during 

antigen recognition, at a time frame (≃ 1 min) similar to that 

recorded for T cell–APC contacts in vivo [51]. These 

observations, coherent with earlier ones [52], suggest that T cell 

microvilli, with an average length of 380 nm, can promote TCR 

signaling by surpassing the size-related restrictions, penetrating 

the glycocalyx, and bringing the TCR into close proximity with 

the pMHCs. Additionally, one could imagine that the applied F-

actin protrusive forces would further stabilize low affinity TCR-

pMHC bonds, and with the microvilli containing pre-clustered 

TCRs, it would provide an easy access platform for signal 

amplification, explaining the high sensitivity of T-cells to low 

numbers of pMHC antigens. 

 

After TCR engagement, actin polymerization at the T cell-APC 

contact zone commences. The membrane deformation resulting 

from such polymerization forces allows the T cell to spread over 

the APC. This spreading process is critical as it not only allows 

the T cell to scan a larger area of the APC and thus increases the 

efficiency of antigen sampling [53], but it also exerts force on 

the receptor-ligand pairs engaged, such as the mechanosensitive 

TCR-pMHC and LFA-1-ICAM-1/2 bonds, further enhancing 

peptide discrimination and TCR activation. 

 

As the T cell reaches its maximal spreading area, the same actin 

polymerization forces, combined with myosin contractility, 

create retrograde flow. Forces originating from this retrograde 

flow organize the various TCR MCs and signaling molecules 

present at the T cell-APC contact zone, and order them into the 

infamous spatially symmetric bullseye structure of the IS [54]. 

To be more specific, the TCR MCs are swept towards the center 

of the contact by retrograde F-actin centripetal flow at the 

periphery and then by myosin II dependent actin arcs closer to 

the center, leading to the  formation of the cSMAC (central 

supramolecular activation cluster) surrounded by a ring of 

integrins (LFA-1/ICAM bonds) in the pSMAC (peripheral 

supramolecular activation cluster). The interruption of F-actin 

centripetal flow eradicates TCR MC signaling within seconds, 



Immunology and Cancer Biology 

17                                                                                www.videleaf.com 

further confirming that force exertion is imperative for 

maintaining proper TCR activation. Interestingly enough though, 

the same actin machinery described above may also break TCR-

pMHC bonds, allowing the serial engagement of the same 

pMHC with the other TCRs present in the TCR MC, 

consequently augmenting TCR signaling.  

 

Once the IS is established, it has to be maintained for a long 

enough period of time (up to hours) to enable the proper 

activation of the T cell. This is a particularly difficult task as T 

cells are already highly motile cells and the T cell-APC 

interaction occurs in non-static conditions. By monitoring the T 

cell cytoskeletal organization during their interaction with both 

APCs and APC mimetic surfaces, Kumari et al. found that 

antigen recognition triggered the formation of actin foci (by the 

help of Wiskott–Aldrich syndrome protein) at the T cell-APC-

substrate contact that, with the assistance of myosin II 

contractility, generated and sustained intracellular tension within 

the T cell that maintained the stability and symmetry of the IS 

for the activation time frame [55]. 

 

Finally, in an elegant series of experiments combining pMHC 

and ICAM-1 coated on beads bared by deformable micropipettes 

and on micropillar arrays, Basu et al. demonstrated that 

mechanical forces at the IS potentiate cytotoxic T cell (CTL) 

cytotoxicity: CTLs destroy target cells by secreting a mixture of 

the protein perforin and granzyme proteases, where perforin 

forms pores in the target cell membrane that enable granzymes to 

access the cytoplasm and induce apoptosis [56]. Specifically, 

their study revealed that altering the membrane tension of the 

CTLs using pharmacological drugs or osmotic shock strongly 

perturbed the pore-forming activity of perforin. Similarly, 

altering the membrane tension of the target cell by changing 

substrate stiffness modulated CTL killing, with cells on stiffer 

substrates exhibiting a higher sensitivity to perforin-induced pore 

formation. Taken together, these results point towards a model in 

which forces at the IS promote CTL killing by straining the 

target cell membrane, thus facilitating the formation of perforin 

pores. Considering that several reports have correlated 

transformation and malignancy with cellular softening, this work 
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puts forth a very compelling hypothesis in which tumor cells 

modulate their mechanical properties to relief forces at the IS 

and thus evade the immune system [4,57]. 

 

T Cells can Sense and React to Substrate 

Stiffness  
 

Just as we do when we use our fingers to apply pressure on an 

object, T cells exert forces to test their mechanical environment, 

particularly stiffness. Pioneering work by Judokusumo et al. 

initially documented this property by stimulating naïve CD4+ 

mouse T cells with polyacrylamide gels of different rigidities, 

and functionalized with activating antibodies against CD3 and 

CD28 [58]. Their experiments revealed that T cells exhibited 

stronger activation, quantified as IL-2 secretion, with increasing 

substrate rigidities (over the range of 10-200 KPa), and that this 

mechano-sensing/transduction ability was largely affiliated with 

the TCR/CD3 complex rather than CD28. Intriguingly, this 

“stiffness sensitivity” property was observed only when the anti-

CD3 antibody was immobilized onto the surface of the gel, 

rather than added as a soluble solution, and it was lost upon 

myosin inhibition. These observations are in accordance with the 

now commonly accepted idea that antigen receptors pull against 

their ligands for optimal signaling. Conversely, similar 

experiments done by O’Connor et al. on polydimethylsiloxane 

substrates with the same functionalization but using a different 

rigidity range (100-200 KPa), showed that naïve CD4+ human T 

cells were stimulated and proliferated more on softer substrates 

in comparison to stiffer ones [59]. Taken together, these studies 

suggest a possible biphasic response to stiffness sensitivity. 

Another crucial piece of information came from Tabdanov et al. 

who employed a combination of activating anti-CD3 antibody 

and ICAM-1 functionalized flat micropatterned PDMS substrates 

(5 KPa- 2000 KPa) and micropillar arrays to delineate the 

contributions of both the TCR/CD3 complex and LFA-1 in 

stimulated CD4+ human T cell activation [60]. In these 

experiments, early T cell activation, measured by the total 

phosphor-tyrosine levels, was weaker on soft substrates than on 

rigid ones. Though this stiffness sensitivity was observed in the 

absence of LFA-1 engagement, it was enhanced by its presence. 
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Even more interestingly, their results also highlighted a 

mechanical cooperation between the TCR/CD3 and LFA-1-

ICAM-1 systems, whereby actin nucleation downstream of TCR 

signaling sustained the growth of the LFA-1 dependent actin 

network, which in turn provided the cytoskeletal tension to allow 

mechanical sensing, T-cell spreading and enhanced TCR 

activation. 

 

Similar experiments were later repeated but on substrates with 

stiffnesses of more physiologic relevance in terms of T cell 

function, considering that APCs display a stiffness range 

between ≃ 200 Pa and 2 KPa [61]. Notable of which were those 

performed by Hui et al.  [62,63] who used poly-l-lysine-

antiCD3-coated soft polyacrylamide gels (1- 5 KPa) to 

demonstrate the contributions of actin polymerization and 

myosin contractility, as well as dynamic microtubules, to force 

generation and maintenance during enhanced green fluorescent 

protein (eGFP)–actin expressing Jurkat T cell activation 

(quantified as phosphotyrosine signaling). Their results, similar 

to what was originally documented by Judokusumo et al., 

showed that T cells exhibited higher levels of activation on 

stiffer gels in comparison to softer ones. 

 

Though these studies are difficult to directly compare because 

they differ in substrate chemistry, antibody/protein 

immobilization, stiffness ranges, and more importantly the T cell 

types/subtypes used, they do overall reveal that T cells possess 

the inherent ability to sense stiffness. This, at least partly, 

explains their modified behaviors in mechanically distinct 

interactions, whether it is different APCs that have been 

activated by different stimuli and present a varying repertoire of 

agonist/non-agonist pMHCs, or endothelial cells in blood 

vessels, or infected/tumor cells inside tissues. Even if the change 

in stiffness between these surfaces may seem quite modest and 

inconsequential, it is nevertheless sensed and responded to by T 

cells. Wahl et al. recently proposed a model in which increased 

substrate stiffness heightens the TCR-pMHC resistance to 

cytoskeletal forces and thus increases T cell spreading and 

activation, that is to a certain limit, beyond which the tension on 

the bonds becomes too high and breaks them, which 
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consequently decreases spreading and weakens T cell activation 

[64]. 

 

T Cells can Sense and React to Ligand Mobility  
 

Aside from stiffness sensitivity, T cells have also been shown to 

be sensitive to ligand mobility [65]. The interaction between a T 

cell and an APC necessitates extensive cytoskeletal and lipid 

membrane composition changes for both cells, as to allow for the 

spatial ligand/receptor re-ordering mentioned above. In an 

innovative approach, Mossman et al. investigated the impact of 

ligand mobility on T cell signaling by creating “artificial APCs” 

where nanofabricated 10–20 nm high chromium barriers were 

assembled on pMHC and ICAM-1 coated supported lipid 

bilayers [66]; set up as is, the bilayer would allow for free lipid 

diffusion, however, the barriers would block the movement of 

proteins with larger cytoplasmic domains, and more importantly, 

TCR MCs. Interestingly, trapping the TCR clusters in the in the 

IS periphery (as opposed to their natural position in the cSMAC 

of the IS) augmented early TCR-associated phosphotyrosine 

signaling and cytoplasmic Ca2+ levels in the spatially 

constrained IS in comparison to the native ones. In a similar 

approach, but playing on the lipid bilayer composition instead of 

using chromium barriers for limiting ligand mobility, Hsu et al. 

revealed that tyrosine phosphorylation and persistent elevation of 

cytoplasmic Ca2+ was in fact more pronounced for T cells 

(Jurkat and naïve or stimulated CD4+ murine) on mobile 

membranes than on less mobile ones [67]. Though these two 

studies seem contradictory, the immobilization of the TCRs 

differed between the two systems; in the former, the chromium 

barriers completely trapped the TCR clusters in the periphery, on 

the other hand, the latter still permitted the diffusion of TCRs but 

at a slower rate. This could underline a complex mechanism, 

potentially reliant on the spatial and temporal parameters of 

ligand constriction, by which T cell sensitivity to ligand mobility 

impacts T cell activation. However, this would require further 

experimentation to decipher. 

 

More recently, pioneering work done by Bukhardt and 

colleagues [30,68] revealed that dendritic cell (DC) maturation- 
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a process characterized by an increase in DC cortical stiffness- 

induced a dramatic actin-dependent decrease in ICAM-1 

mobility. The reported decrease in ICAM-1 mobility helped 

generate a counterforce that drove the centripetal flow of the 

actomyosin network in the T cells spreading over the APC. This 

flow, in turn, recruited LFA-1 to the IS, maintained it in a high 

affinity conformation, and consequently promoted efficient 

binding to ICAM-1. One could imagine that since LFA-1 

connects the extra- and intra-cellular compartments, similar to 

other integrins, the tension on LFA-1 will also affect the 

dynamics of the underlying T cell actin network [69]; since the 

TCR is thought to be interacting with said network, this will 

indirectly influence tension on the TCR, potentially modulating 

TCR signaling [13]. This work is of particular importance as 

firstly, it explains how LFA-1 reaches peak binding affinity 

necessary for proper T cell activation, and secondly, it suggests 

that cells can regulate intercellular communication by altering 

the physical status of the signaling molecules in question, rather 

than just their expression level or spatial localization. 

 

How to Relay the Message?  
 

Although the influence of mechanical forces on the specificity 

and sensitivity of antigen recognition by the TCR is coming to 

light, how information regarding TCR-antigen binding is relayed 

into the cell still remains unclear [70].  

 

As mentioned above, TCR signaling propagates across the 

membrane through the CD3 intracellular domains, specifically 

through ITAM phosphorylation. In their unphosphorylated state, 

ITAM chains have been shown to be buried in the hydrophobic 

interior of the membrane, hence inaccessible to Src kinases. 

Ligand binding by the TCR has been recently proposed to induce 

conformational change in the CD3 chains, extending them and 

exposing their ITAMs to phosphorylation [71]. Although there 

are currently no definitive studies directly linking mechanical 

forces applied onto the TCR protein to this CD3ζ conformational 

change (e.g. are the forces needed pushing/pulling on the 

complex to unlock it, similar to an umbrella?), a recent study 

using fluorescence resonance energy transfer (FRET) showed 
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that the TCR, under force, is able to decipher structural subtle 

differences between peptides by different bond conformations, 

independent of binding affinity and kinetics. Peptide potency 

then appears to directly regulate the amount of conformational 

change, which in turn dictates the degree of dissociation of the 

CD3 (ζ chain) from the inner membrane leaflet and consequently 

the exposure of its ITAMs to phosphorylation [72]. 

 

 
 
Figure 4: Typical times scales for signal propagation and consequences. The 

question marks indicate the interactions between different cell biology 

“modules” [73] that still need clarification in order to fully understand the 

entire process of T cell mechanotransduction and activation. 

 

Another important question to address is the link between the 

different scales (Figure 4), particularly the TCR and the actin 

cytoskeleton. As mentioned previously, in adherent cells, the 

maintenance, growth and signaling through FAs are completely 

dependent on cytoskeletal forces. As such, FAs act as mechano-

sensors/transducers bridging transmembrane adhesion receptor 

binding and actin flow with cell signaling. It is intriguing to 

imagine that the TCR MCs serve similar purposes. Using novel 

ratiometric tension probes, Ma et al. have demonstrated that 

TCRs undergoing clustering within the first few minutes of 

stimulation experience tension in the pN range [74,75]. It is thus 

highly likely that TCR clustering is stabilized by the underlying 

F-actin network or even through direct tethering of the TCR 

complex to cortical actin. Interestingly, the force-sensing protein 

lymphocyte-specific Crk-associated substrate (Cas-L) has 

recently been proposed by Santos et al. to mechanically link 
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TCR MCs to the underlying actin network [76]. Their 

experiments showed that Cas-L participates in a positive 

feedback loop whereby, upon TCR triggering, Cas-L localized to 

the TCR MCs undergoes actin-polymerization dependent 

activation (through phosphorylation), leading to Ca2+ signal 

amplification, regulation of TCR MC transport, inside-out 

integrin signaling, as well as actomyosin contraction [76]. 

 

Concluding Remarks  
 

Besides the mechano-sensitive/transducive abilities of the TCR 

and integrins, there are several other membrane receptors, ion 

channels, cytoskeletal proteins, and transcriptional factors that 

are thought to be also affected by mechanical forces. For 

example, pulling forces on bound Notch receptors during 

endocytosis of Notch ligands induce a conformational change in 

Notch that ultimately drives early thymic progenitors to commit 

to the T cell lineage [77,78] and mechanical stretch of the 

membrane during IS formation activates Piezo channels, thereby 

triggering Ca2+ flux and regulating TCR signaling [79].  

 

What is truly interesting is that these different elements do not 

function in isolation, but rather as parts of a complex mechanical 

signaling network with cross-talks and feedback loops, that 

ultimately regulates T cell mechanics, gene expression, and 

behavior. The challenge, now that some of the key elements have 

been described separately, is to understand how these mechano-

signaling components and pathways are intertwined and 

integrated across time and length scales, and in different intra-

cellular compartments, to shape the T cell response [7,73]. To 

take the TCR and LFA-1 as an example, Bernard and colleagues 

attempted to decipher the mechanical link between these two 

molecules by imaging T cells on anti-TCR Ab micropatterned 

soluble lipid bilayers (SLBs) [80]. Their results showed that the 

TCRs do in fact aggregate into MCs that colocalize with the anti-

TCR Ab patterns, however, the clusters do not move (by the 

means of retrograde actin flow) to the center of the contact area, 

as seen during the formation of the central supramolecular 

activating complex of the IS. Only upon the addition of ICAM-1 

to the SLBs, do the TCR MCs centralize with the actin and form 
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a peripheral ring around them. This study, in addition to many 

others [60,81,82], supports a model in which the actin 

cytoskeleton couples the TCR and LFA-1 in a positive feedback 

loop that coordinates IS formation and growth. It also puts 

forward a very exciting concept of the actin cytoskeleton acting 

as a mechanical intermediate that integrates force-dependent 

signals coming from different receptor-ligand interactions, and 

then coordinates outgoing responses over large distances [50].   

 

Over the last decade, a sturdy foundation has emerged for 

measuring and interpreting mechanical forces in T cells. 

Nevertheless, the field remains in its infancy, we still don’t know 

much- for example, how are mechanical forces transferred and 

integrated across different molecules, different scales, different 

time intervals, and different partner cells- however, what is 

becoming more and more apparent is that forces represent a 

fundamental component of the T cell response that can no longer 

be ignored. It is our hope that the literature and arguments 

presented in this review raise awareness to this emerging area of 

research in T-cell biology. It is also worth noting that the 

concepts presented here for T cells apply to all immune cell 

types, with basic similar phenomena and subtle differences for 

other lymphocytes such as B cells and NK cells, but also APCs 

such as dendritic cells, macrophages and neutrophils [4,6]. 
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Abstract  
 

Aseptic loosening secondary to periprosthetic osteolysis has 

been reported as the major cause of failure of total joint 

arthroplasties (TJAs) in the long-term. Wear particulate debris, 

mainly ultra-high molecular weight polyethylene (UHMWPE) 

particles released from the implant, are considered the main 

contributors to periprosthetic osteolysis. These particles can 

activate macrophages to release cytokines and pro-inflammatory 

mediators that stimulate osteoclastogenesis, leading to bone 

resorption, implant failure, and therefore, revision surgery. This 

chapter explains in details how macrophages may play an 

important role in periprosthetic osteolysis, and suggests new 
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approaches that have the potential to be future therapeutics for 

this condition.  

 

Introduction to Joint Replacement  
 

Total joint replacements (TJRs) of the lower extremity has 

achieved great success in orthopedics in the twentieth century.  

They are considered the most effective surgical treatment for 

alleviating pain and improving ambulation and function for 

patients with various end-stage hip and knee diseases [1]. TJRs 

are being prescribed to a growing number of youthful and 

physically demanding patients due to their clinical success and 

increasing acceptance in the surgical population.  According to 

Kurtz et al. (2009), more than half of all hip and knee TJRs in 

the United States are performed on patients under the age of 65 

[2]. However, long-term studies of TJRs have shown a finite 

failure rate and a need for revision surgery; furthermore, studies 

suggest that the need for revision surgeries might double over the 

next decades [3]. 

 

Implant failure can be caused by a variety of factors, including 

implant design, surgical technique, fixation method, infection, 

and aseptic loosening [4]. Aseptic loosening secondary to 

periprosthetic osteolysis is a long-term complication that may 

require revision surgery to excise loose implants and re-implant 

new ones. The more severe the bone defects, the more 

challenging the revision technique is, and the less predictable the 

outcomes are [5]. 

 

In the context of joint replacement, osteolysis is defined as the 

process of progressive destruction of periprosthetic bony tissue 

caused by osteoclasts. Routinely, osteolysis of the bone around 

TJRs is usually evaluated using sequential conventional 

radiographs and is characterized by radiolucency in the bone 

near the implant/cement mantle [6]. Osteolysis has been reported 

in up to 24% of total hip arthroplasty (THA) cases in the first 10 

years of the procedure [7], and in 5% to 20% of total knee 

arthroplasty (TKA) cases at follow-up times ranging from less 

than 5 years to 15 years [8]. 
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Wear Particles in Periprosthetic Osteolysis  
 

Today, it is widely accepted that the major contributors to the 

development of periprosthetic osteolysis are the wear debris 

released continually from a TJR's articulating surface [6]. 

Materials used in surgical reconstruction can vary from polymers 

such as Polyethylene (PE) and Polymethylmethacrylate (PMMA) 

to metals and ceramics [3]. Conventional hip replacement 

systems generally include an acetabular cup made of ultra-high 

molecular weight polyethylene (UHMWPE) articulated with a 

rigid femoral head consisting of either metal or ceramic. The 

joint replacement system is either impacted i.e. (uncemented 

arthroplasty) or cemented with (PMMA) cement. For knee 

replacement surgery, the material of choice is UHMWPE tibial 

tray, hinged with highly polished metal femoral components [6]. 

 

Analyses of periprosthetic tissues retrieved during revision 

surgeries revealed that the most common type of debris 

surrounding failed hip, knee, and shoulder TJRs is the 

(UHMWPE) wear debris, regardless to whether the implants 

were cemented or not [9]. Hundreds of thousands of UHMWPE 

particles can be released during a single gait cycle. Those 

particles vary greatly in size and morphology, from large 

platelet-like particles up to 250 µm in length, to fibrils and sub-

micrometer globule-shaped spheroids between 0.1 and 0.5µm in 

diameter. However, 90% of the reactive particles are reported to 

be less than 1 µm with a mean 0.5 µm diameter [10]. 

 

The Monocyte/Macrophage Lineage Cells  
 

Blood monocytes are circulating phagocytic cells of the innate 

immunity, originating from the myeloid lineage of the 

multipotent hematopoietic stem cells (HSCs) in the bone 

marrow. These cells use chemokine receptors and pathogen 

recognition receptors (PRRs) to execute immunological effector 

activities. During inflammation, monocytes migrate into solid 

tissues where they can differentiate into resident macrophages or 

dendritic cells (DCs) with the help of the macrophage-colony 

stimulating factor (M-CSF), and the local microenvironment [4]. 
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Macrophages, which are a key component of innate cellular 

immunity, have a wide range of activities that include host 

defense and immunity against foreign microorganisms such as 

bacteria, viruses, fungi, and parasites. They have a diverse set of 

cell surface receptors, intracellular mediators, and critical 

secretory chemicals that allow them to recognize, engulf, and 

destroy invading pathogens, as well as regulate other immune 

cells [11]. 

 

Tissue-resident macrophages have pattern recognition receptors 

(PRRs) which are necessary for the host's response to pathogens. 

Innate immunity relies on PRRs as the first line of defense for 

recognizing microbial patterns (pathogen-associated molecular 

patterns, or PAMPs). The most common PRRs are the Toll-like 

receptors (TLRs). These PRRs stimulate the synthesis and 

release of proinflammatory cytokines such as IL-6, TNF-α, and 

IL-1 [4]. 

 

Macrophages can adopt one of the two different phenotypes, the 

M1 and M2 phenotypes, depending on different phenotypical 

and functional activation stages in response to their local micro 

environment. The M1 phenotype is characterized by a high 

capacity of antigen presentation and high production of 

proinflammatory cytokines (TNF-α, IL-1β, IL-6, etc.), while the 

M2 phenotype is characterized by the suppression of 

proinflammatory cytokines, intracellular killing, antigen 

presentation, and increased production of IL-10 [12]. 

 

Macrophage Response to Wear Particles in-

Vivo  
 

Many evidences have shown that UHMWPE particles promote 

the presence and activity of macrophages in the periprosthetic 

tissues surrounding joint replacements. Analyses of 

periprosthetic membranes around joint replacements from 

patients indicated the presence of many biochemical mediators 

of inflammation, cellular recruitment and bone resorption such 

as TNF-a, IL-1, IL-6, and PGE2 [13]. Al-Saffar et al. (1995) [14] 

have shown that these mediators are produced by particle-

activated macrophages and contribute to the enhancement of the 
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inflammatory response by activating endothelial cells and 

attracting more macrophage precursors to the interfacial 

membrane. Moreover, Kim et al. (1998) [15] conducted a study 

on rats carried where they were subjected to continuous infusion 

of polyethylene particles to the knee joint via an osmotic pump 

showed an elevation in the TNF-α mRNA in the granulomatous 

tissue, and its absence in the control tissue. This study was the 

first to note the importance of TNF-α produced by macrophages 

in particle induced osteolysis in vivo. 

 

Macrophage Response to Wear Particles in-

Vitro  
 

The response of macrophages to polyethylene particles is most 

relevant to wear particle-induced osteolysis in vivo. However, 

wear particles are difficult to manipulate in vitro due to their low 

density compared to culture medium which causes them to float 

in simple systems. This fact has made research of therapeutically 

relevant polyethylene wear particles restricted. Furthermore, it is 

considered a challenge to synthesize endotoxin-free polyethylene 

particles that are similar in size and shape to clinical particles. 

 

Successful in vitro studies have clearly demonstrated that 

particle-stimulated macrophages produce a range of potentially 

osteolytic mediators (IL-1, IL-6, TNF-α, GM-CSF, PGE2) with 

TNF-α being the key osteolytic cytokine generated [16]. This 

was also corroborated by Algan et al. (1997), [17] who showed 

that the addition of anti-TNF-α antibody can dramatically limit 

bone resorption by supernatants from particle-stimulated 

macrophages. 

 

Regulation of Osteoclast Differentiation  
 

In order to understand the role of macrophages and their 

cytokines in osteolysis, it is important to understand the 

relationship between macrophages and the cells involved in both 

normal bone metabolism and bone resorption. Osteoclasts are the 

main bone-resorptive cells derived from the haematopoietic cells 

of the mononuclear phagocyte lineage [18]; their capacity to 

polarize and resorb bone depends mainly on the expression of 
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the c-src proto-oncogene [19]. On the other hand, osteoblasts are 

stromal cells of mesenchymal origin concerned in bone 

formation [20]. Both types of cells play an equally important role 

in the regulation of bone mass, and it is the activity of osteoclasts 

relative to osteoblasts that determines the degree of osteolysis in 

TJR. 

 

Osteoclast precursors express on their surface a receptor for 

activation of NFkB (RANK), while osteoblasts/bone marrow 

stromal cells express on their surface a receptor for activation of 

NFkB ligand (RANKL). The binding of RANKL to RANK on 

osteoclast precursors was shown to stimulate osteoclast 

differentiation (osteoclastogenesis), and RANKL was shown to 

activate bone resorption by mature osteoclasts [21].  

 

On the other hand, osteoprotegerin (OPG), which is a stromal 

cell-secreted glycoprotein, binds to RANKL on 

osteoblasts/stromal cells and inhibits the interaction between 

RANK on osteoclast precursors and RANKL, thereby inhibiting 

osteoclastogenesis [6]. (Figure 1) 

 

 
     
Figure 1: Relationship between RANK, RANKL and OPG [6]. 

 

RANK: receptor for activation of NFkB; RANKL: receptor for 

activation of NFkB ligand; OPG: osteoprotegerin 
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Role of Macrophages in Osteoclast 

Differentiation  
 

The biological reaction to wear debris is complicated, and it 

frequently leads to periprosthetic tissue damage and implant 

loosening. While there is significant evidence that diverse cell 

types such as osteoblasts, fibroblasts, lymphocytes, and others 

are involved in the process of osteolysis, the inflammatory 

response to prosthetic wear debris is mainly driven by cells of 

the monocyte/macrophage lineage [4]. 

 

Macrophages adhere to and effectively phagocytose small 

foreign particles (<10 µm), while for larger particles (20–100 

µm) that cannot be effectively phagocytosed by a single 

macrophage, foreign body granulomas will be formed. However, 

particles ranging between 0.1 and 1.0 µm are thought to be the 

most biologically active [5]. In addition to phagocytosis, contact 

between particles and cell membrane receptors such as CD-14, 

TLR, and scavenger receptors (MARCO) can also lead to the 

proliferation, differentiation, and activation of macrophages. 

These events result in intracellular signal transduction via the 

activation of the transcription factor NFkB and nuclear 

translocation, which in turn up-regulate pro-inflammatory/pro-

osteoclastic cytokines gene expression [4,22]. 

 

There are different methods by which macrophages, activated by 

particles in the periprosthetic membrane, can contribute to 

osteolysis. (1) The produced inflammatory cytokines and 

chemotactic factors result in increased recruitment of 

haematopoeitic osteoclast precursors from the vasculature. (2) 

TNF-α and IL-1 produced by macrophages cause an increase in 

M-CSF and RANKL expression by osteoblasts/ stromal cells, 

thereby, leading to the proliferation and differentiation of 

osteoclast precursors into mature osteoclasts. Moreover, TNF-α 

may (3) accelerate the differentiation of osteoclast precursors in 

the presence of basal levels of RANKL-signaling by stromal 

cells, and (4) stimulate mature osteoclasts to resorb bone [6]. 

(Figure 2) 
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Figure 2: Potential mechanisms whereby UHMWPE particle-stimulated 

macrophages may stimulate osteolysis in total joint replacement [6].  

     

UHMWPE: ultra-high molecular weight polyethylene; TNF-α: 

tumor necrosis factor α; IL-1: interleukin 1; M-CSF: macrophage 

colony stimulating factor; RANKL: receptor for activation of 

NFkB ligand 

 

Treatment/Prevention of Osteolysis in Total 

Joint Replacement  
 

Understanding the sequence of events that occur during wear 

particle osteolysis has led to the development of novel treatment 

approaches. 

 

For instance, Osteoprotegerin (OPG) has displayed an ability to 

block RANK signaling and inhibit osteoclastogenesis in animal 

models of wear debris-induced osteolysis [23]. This raised the 

idea of gene therapy for life-long delivery of therapeutic agents 

such as OPG. The idea was then investigated by single intra-

muscular injection of an adenoviral vector co-expressing OPG in 

the murine calvarial model of particle-induced osteolysis, which 

showed a complete inhibition of osteolysis [24]. 
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Another recent approach suggested for the treatment of 

osteolysis uses the human beta-defensin 3 (HBD3). HBD3 is a 

cationic peptide predominantly secreted from leukocytes and 

epithelial tissues in response to an external stimulus such as 

TNF-α secreted by macrophages in the presence of a microbe. 

Previous studies on a mouse periodontitis model have 

demostrated that HBD3 can decrease the levels of TNF-α in 

periodontium exposed to Porphyromonas gingivalis (P.g) as well 

as to reduce osteoclast formation and lower alveolar bone loss 

[25]. The mechanism of HBD3 anti-inflammatory activity 

appeared to involve specific targeting of TLR signaling 

pathways resulting in transcriptional repression of pro-

inflammatory genes [26]. HBD3 induces serial inhibition of IκB 

phosphorylation, p65 nuclear translocation, and, finally, NF-κB-

dependent inflammatory responses, thereby, inhibiting pro-

inflammatory cytokine release [27] (Figure3). Due to this anti-

inflammatory mechanism, HBD3 is thought to be a promising 

therapy for reducing the TNF-α expression by macrophages, 

which is the main cause for the fail of TJR surgeries in patients 

with periprosthetic osteolysis. 

 

However, these suggested strategies are still under study and no 

applicable treatments for periprosthetic osteolysis are yet 

available. Further studies are still needed to be done in-vivo in 

order to ensure the efficacy of the new approaches. 
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Figure 3: The anti-inflammatory mechanism of HBD3 [27]. 

hBD3: human beta defensin 3; NFKB: nuclear factor kappa light chain 

enhancer of activated B cells; IKB: inhibitor for KB; iNOS: inducible nitric 

oxide synthase 

 

Conclusion  
 

In conclusion, aseptic loosening secondary to periprosthetic 

osteolysis is caused by particulate debris, mainly UHMWPE 

particles, released from the implant. These particles of critical 

size can activate macrophages in the periprosthetic tissue to 

produce an array of cytokines and other mediators of 

inflammation. Specifically, macrophage-derived TNF-α 

stimulates osteoblast expression of RANKL and M-CSF, which 

are the essential factors needed for the proliferation and 

differentiation of osteoclast precursors into mature osteoclasts. 

Those events lead to the activation of mature osteoclasts to 

resorb bone, causing aseptic loosening. Different approaches 

have been suggested for the treatment of osteolysis such as gene 

therapy or using the anti-inflammatory peptide HBD3. However, 

efficacious biologic treatments of periprosthetic osteolysis are 

not yet available. Further research is needed to develop 



Immunology and Cancer Biology 

11                                                                                www.videleaf.com 

preventative and therapeutic methods for particle-induced 

osteolysis to mitigate the need for revision surgery. 
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Abstract  
 

Cancer is amongst the foremost reasons of mortality worldwide, 

and the number of new cases remains to rise. In spite of new 

improvements in diagnosis and therapeutic approaches, millions 

of cancer-related deaths happen, representing the necessity for 

improved therapies and diagnostic strategies. Mitochondria have 

been recognized as critical factors in numerous characteristics of 
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cancer biology, including cancer growth, metastasis, and drug 

resistance. Though, the modification of mitochondrial dynamics 

was thought to disturb the regulation of cancer cells. 

Mitochondria responsibilities in dynamic nets comprise 

variations in size and distribution of sub-cellular components, 

and these dynamics are upheld by two chief contrasting 

processes: fission and fusion. Mitochondrial fusion is facilitated 

by dynamin-like proteins, including mitofusin 1 (MFN1), 

mitofusin 2 (MFN2), and optic atrophy 1 protein (OPA1). On the 

other hand, mitochondrial fission outcomes in a great number of 

small fragments, which is mediated mainly by dynamin-related 

protein 1 (DRP1). As disturbed mitochondrial fission or fusion 

dysregulates the cellular processes that subsidize to 

tumorigenesis, then understanding how mitochondrial dynamics 

machinery is involved in cancer would present the basics to 

manipulate mitochondria-related processes for cancer therapy in 

the future.  Herein, we review current advances linking 

mitochondrial dynamics to tumor progression at different stages 

and at meeting different cancer cell traits from uncontrolled 

proliferation, angiogenesis to invasion and metastasis, as well as 

on metabolic reprogramming, being a novel cancer cell trait. 

Additionally, this review will also cover the latest findings on 

the implication of mitochondrial dynamics on cancer cell 

extrinsic regulator, in other words the immune system. 
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Cancer; Mitochondrial Dynamics; Mitochondrial Fusion; 
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Introduction  
 

Cancer is a group of over thousand diseases characterized by 

abnormal uncontrolled cell growth [1]. In a healthy body, cells 

grow, die and are replaced in a highly controlled mechanism [1]. 

Damage or change in the genetic material of cells by 

environmental or internal factors sometimes result in cells that 

do not undergo apoptosis and continue to multiply until a mass 

of cancer or tumor develop [2]. Most cancer-related deaths are 

due to metastasis, malignant cells that penetrate into the 



Immunology and Cancer Biology 

3                                                                                www.videleaf.com 

circulatory system and establish colonies in other parts of the 

body [3]. Great advancements have been made, but cancer is still 

the leading cause of death for people under the age of 85 years. 

In US, 1 in every 40 people die from cancer [3]. Regardless of 

the advancements in diagnosing and treatment strategies, 

millions of cancer-related deaths are still occurring, implying for 

better therapeutic strategies. Taking into account the essential 

role played by the mitochondria from cellular energy 

metabolism, free radical production (ROS, NOS), to apoptosis, it 

is not surprising that mitochondrial function failings has been 

assumed to contribute to the development and progression of 

cancer [4]. Mitochondrial stress has been chatted widely in the 

context of cancer. Although couple of studies investigated the 

effect of mitochondrial dynamics disturbance on cancer biology, 

it has not been reviewed much in the setting of cancer biology 

meeting different traits and stages of cancer. Mitochondrial 

dynamics are wisely delimited by dedicated proteins and lipids 

[5]. Under extracellular stimulations, mitochondria experience 

constant fission and fusion dynamics to encounter cellular 

demands [5]. The fact that the molecular players in these 

mechanisms are known to interact with various factors including 

tumor suppressors [6], regulators of cell cycle among others [7],  

allowed us to discuss in this review the role played by disturbed 

mitochondrial fission and fusion mechanisms on different traits 

of cancer during its development and progression. We will also 

cover recent findings on the effect of mitochondrial dynamics on 

the cancer cell extrinsic regulators, i.e. the immune system. 

 

Insight into the Cancer Field  
 

Cancer is well thought-out as a highly assorted and complex 

disease caused by the intricate interaction between the 

individual’s genetic makeup predisposition and environmental 

stressors that drives the advanced transformation of normal cells 

into malignancy by a transition-state and a stepwise process [2]. 

Tremendous studies aimed at unravelling the genetic 

modifications occurring in tumors, but these have limited 

relevance for the build out of efficient therapies [2]. It is 

suggested that the development of an effective antitumor therapy 

will demand targeting of the biological tracks modified in tumor 
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cells [2]. Indeed, endless proliferative potential, ceaseless 

angiogenesis, escaping apoptosis, tissue attacks and metastasis 

are all well-known cancer cell traits [3]. However, quiet lately, 

the commonly named “metabolic reprogramming” of tumor cells 

is now documented as a trademark of cancer [8]. This later refers 

to the competence of tumor cells to modify their own 

metabolism in order to uphold the increased energy demand due 

to the ongoing growth, hasty proliferation of such cells, and to 

rapidly adapt for stress such as hypoxia and limited nutrient 

conditions [9]. The outcome of accumulated aberrations in a 

number of supervisory systems within cancer cells allow them to 

answer differently to these environmental stressors where these 

changes act as stimulators of cancer cells, introducing signals 

allowing them to adapt to these changes and survive, thereby, 

imitating many aspects of cancer cell behavior differentiating 

them from their normal counterparts [2]. Tumors can either be 

benign or malignant and are both classified based on the type of 

cell from which they arise [10]. On the mainstream, there exist 

three main sets of cancers, carcinomas, sarcomas, and 

lymphomas [11]. As carcinomas account for more than 90% of 

human cancers [11], so it will be the one of focus in this review.  

 

The foremost step in the process of cancer is tumor initiation, 

this step is believed to be a result of genetic changes or 

alterations in indispensable genes regulating cell cycle such as 

proto-oncogenes and tumor suppressor genes (TSGs) leading to 

atypical proliferation of  a single cell, forming clonally-derived 

tumor cells [11]. The formed proliferative cell population is 

benign and alone it’s not adequate for them to attack the 

surrounding tissue and thus they form a benign adenoma 

(Epithelial-derived cancer) [11]. Then clonal selection promotes 

further growth of such adenomas giving rise to malignant 

carcinomas capable of invading the surrounding tissue through 

basal lamina into the underlying connective tissue, they also 

spread into other parts of the body through the circulatory and 

lymphatic vessels (metastasis) [11]. As cancer cell rapidly grow, 

they require more nutrients and oxygen supply to meet their 

elevated demands, hence, this is reached when cancer cells 

release growth factors allowing new blood vessel formation 

(angiogenesis) which is needed for cancer to grow [12]. 
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Additionally, epithelial mesenchymal transition (EMT), invasion 

and metastasis are all well-known properties of cancer cells that 

affect their interaction with the tissue components and influence 

the progression of cancer [13]. Such hallmarks are shown in 

Figure 1. 

 

 
 
Figure 1: Cancer cell hallmarks. The Hallmarks of Cancer were planned as a 

set of functional competences developed by human cells as they make their 

way from normalcy to abnormal growth states, more precisely competences 

that are critical for their aptitude to form malignant tumors. These hallmarks 

comprise resisting cell death, enabling replicative immortality, inducing 

angiogenesis, and activating invasion and metastasis (EMT). [3]. 

 

Mechanism of Tumor-Induced Angiogenesis  
 

Angiogenesis, growth of vascular network from existing 

vasculature, is necessary to supply nutrients, oxygen and to 

upkeep the growth of the proliferating tumor [12]. Such blood 

vessels are made in response to growth factors (GFs) secreted by 

tumor cells, which in turn pushes the proliferation of endothelial 

cells in the walls of capillaries in the immediate tissue, resulting 

in the extension of new capillaries into the tumor [12]. This 

process doesn’t merely support tumor’s amplified demand to 

nutrients and oxygen, but also support cancer metastasis [12]. 

Over the past decade, our understanding of the molecular 

mechanism of angiogenesis has augmented and lead to the 

agreement of anti-angiogenic drugs for cancer [12]. But 
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inadequate efficacy and resistance remain an issue to be fixed. 

Tumors release and persuade angiognic and antiangiogenic 

factors which play fundamental roles in regulating endothelial 

cell (ECs) proliferation, migration, apoptosis, cell-cell or cell-

matrix interaction and adhesion through diverse intracellular 

signaling, which are assumed to be critical mechanisms during 

this process [12]. Well, the steps of angiogenesis are 

acknowledged which comprise: degradation of the basement 

membrane by proteases, migration of ECs, lumen formation and 

formation of a new basement membrane among other completing 

steps of the process [12]. The epithelial progenitor cells (EPCs) 

are thought to be the ones in charge for angiogenesis [14]. The 

furthermost frequently found angiogenic factors are vascular 

endothelial growth factors (VEGF) and Basic fibroblast growth 

factor (bFGF), which when meeting ECs, they bind to the 

Tyrosine kinase receptors (TKRs) on EC membranes, causing 

the activation of numerous signaling proteins comprising src, 

PI3-Kinase, signal transducers and activators of transcriptions 

(STAT), which in turn initiates pathways provoking the cell 

cycle machinery [15]. VEGF triggers ECs to yield urokinase-like 

plasminogen activator (uPA), proteolytic enzymes and interstitial 

collagenase [15]. Plasminogen activators activate plasminogen to 

plasmin which can break down extracellular matrix (ECM) 

components [15]. Tang et al have demonstrated that Urokinase-

type Plasminogen Activator Receptor (uPAR) occupancy on ECs 

results in phosphorylation of focal adhesion proteins and the 

activation of MAP kinase through thus influencing EC migration 

and proliferation [16]. Actually, liberal growth of tumors 

generates continuing hypoxia, which upregulates numerous 

proangiogenic factors comprising VEGF, bFGF and TGF-β 

among others [15]. 

 

Tumor Cell Migration and EMT: The Road for 

Metastasis  
 

Cancer cells are less strictly controlled than normal cells by cell-

cell and cell-matrix interactions. Generally, cancer cells are less 

adhesive than normal cells, often as a result of reduced 

expression of cell surface adhesion molecules (CAMs) [17]. E-

cadherin, is encoded by CDH1 gene, it is localized within the 
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adherens junctions at the baso-lateral membrane, it is a principle 

adhesion molecule of ECs, and it is important in the 

development of carcinomas [18]. Reduced expression of CAMs 

in cancer cells permit them to be unrestrained by the cell-cell and 

cell-matrix interactions, in that way, contributing to their 

aptitude to invade and metastasize [17]. Moreover, the reduced 

adhesiveness of cancer cells to the other cells or to their matrix, 

also outcomes in changes in their cytoskeletal protein 

arrangements, giving such cells a mesenchymal cell shape, being 

a stage in epithelial mesenchymal transition (EMT) [19]. EMT, a 

significant biological process over which epithelium-derived 

malignant tumor cells obtain the skill to migrate and invade, acts 

as a crucial role in cancer development and metastasis [20]. 

Several oncogenic pathways act to induce EMT and this include 

TGF-β, Wnt, and Notch pathways [20]. These pathways have 

been revealed to trigger transcription factors such as snail and 

slug which in turn act as transcription repressors of E-cadherin 

expression [20]. During EMT, ECs loose tight and adhesion 

junction proteins such as E-cadherin and α-catenin and up-

regulate the mesenchymal cell specific marker proteins, N-

cadherin, Vimentin, and Fibronectin [20]. Afterwards, ECs lose 

cell-cell adhesion structures and polarity, they then attain the 

motility and invasive features allowing them to enter the blood 

or lymphatic vessels and colonize distant tissues [20]. 

 

Metabolic Reprogramming of Cancer Cells: A 

Novel Cancer Cell Trait  
 

“Metabolic reprogramming” refers to the talent of cancer cells to 

adjust their metabolism in order to support the augmented energy 

demand owing to continuous growth, rapid proliferation among 

others [21]. It encompasses some vital changes in bioenergetics 

and thus involves the mitochondria in this actual setting [21]. 

Uncontrolled proliferation is one of the most relevant 

characteristic of cancer cells, and not only does this feature lead 

to the de-regulated control of cell proliferation, but also 

corresponds to the adjustment of energy metabolism to meet the 

increase in cellular energy demands [22]. That’s to say that 

cancer cells get used to this condition by skewing its metabolism 

towards aerobic glycolysis, glutaminolysis, and mitochondrial 
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biogenesis and activities, all of which are prominent in the 

majority of cancers [22]. Inhibition of glycolysis has been shown 

to hinder cancer growth in vivo and in vitro [23]. Under 

normoxic circumstances (i.e. aerobic conditions), the metabolic 

activity of cells predominantly relies on the mitochondrial 

oxidative phosphorylation (OXPHOS) to generate ATP [24]. 

Whereas cancer cells become desirous for glucose as they 

favorably undergo glycolysis even under aerobic conditions [24]. 

As aerobic glycolysis produces only 2 ATP/ glucose molecule, 

amplified uptake of glucose is encountered by cancer cells via 

the up-regulation of glucose transporter expression [24]. Cancer 

cells does this so by regulating the equilibrium between 

oncogenes and TSGs, MYC and HIFA, being oncogenes have 

been revealed to induce cancer glycolysis, however, P53, being a 

TSGs that is down-regulated in many cancer cells, has been 

shown to impede cancer glycolysis via downregulating glucose 

transporters [24]. This shift of cellular metabolism from 

OXPHOS to aerobic glycolysis even under totally functional 

mitochondria is designated the “Warburg effect” [24]. The 

purpose of the Warburg effect for tumor growth remains 

mysterious. Nevertheless, hypothetical calculations by means of 

evolutionary game model support that cells at an advanced rate, 

but lesser yield of ATP might gain a discerning benefit when 

challenging for shared and inadequate energy incomes [25]. In 

reality, the tumor microenvironment have restricted availability 

of glucose and accordingly tumor cells must contest with stromal 

and immune cells for the glucose [26]. Additionally, it has been 

suggested that the Warburg effect may represent an advantage 

for the cell growth in the tumor microenvironment. The aerobic 

glycolysis of cancer cells creates lactic acid which gets secreted 

to the extracellular space, in this manner, creating an acidic 

microenvironment [24]. It is suggested that elevated H+ ions 

within the tumor surroundings modifies the tumor-stroma border, 

allowing for heightened invasiveness [27]. Backing up this 

suggestion, it has been thought that the higher rates of glycolysis 

within the tumor cells limit the accessibility of glucose required 

by infiltrating tumor lymphocytes to sustain their effector 

function [28], thereby, supporting pro-tumor immunity.        
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Mitochondrial Dynamics: Insight into Fission 

and Fusion Processes  
 

The mitochondria are highly dynamic organelles experiencing 

fission and fusion in a highly controlled manner. Thus, they can 

divide, combine, and traffic along the cytoskeleton in order to 

meet cell metabolic needs, where the morphology of the 

mitochondria is linked to its functions, including the production 

of ATP through OXPHOS, apoptosis, and regulation of oxidative 

stress [29]. The role of mitochondrial dynamics is to control the 

morphology, quantity, and quality of the mitochondria [29]. 

Besides, mitochondrial dynamics is involved in mitochondrial 

biogenesis, cell cycle, immunity, and apoptosis [29]. Mutations 

in the main apparatus constituents and flaws in mitochondrial 

dynamics have been linked with frequent human diseases 

[29]. Mitochondrial fission is a multistep procedure permitting 

the partition of one mitochondrion into two daughter 

mitochondria, whilst mitochondrial fusion is the union of two 

mitochondria resulting in one mitochondrion [29]. The chief 

proteins constituting the basic machinery are large GTPase 

proteins fitting to the Dynamin family (Figure 1) [30]. These 

factors can oligomerize and modify conformation to cause 

membrane remodeling, contraction, scission and/or fusion [30]. 

Mitochondrial fission is delimited by the recruitment of the 

GTPase Dynamin-related protein 1 (Drp1), a cytosolic protein, to 

mediate mitochondrial constriction and Dynamin2 (Dnm2) 

which carriers out mitochondrial scission [30]. However, 

mitochondrial fusion is guaranteed by mitofusins 1 and 2 (Mfn1 

and Mfn2) and optic atrophy 1 (OPA1), which arbitrate outer 

mitochondrial membrane and inner mitochondrial membrane 

fusion, correspondingly [30]. Mitochondrial dynamics proteins 

are not merely focused in the process of fusion and fission; 

though they cooperate with other proteins either to accomplish 

their functions or to participate in other cellular processes [30]. 

For instance, both mitochondrial fusion and fission proteins are 

implicated in mitophagy, a selective mitochondrial autophagy. In 

contrast, mitochondrial fusion proteins are implicated in other 

processes like cell apoptosis, endoplasmic 

reticulum/mitochondrial tethering, and ensuring the alignment of 

the respiratory chain complexes [30]. 
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Figure 2: Mitochondrial dynamics main machinery. Mitochondrial fission is a 

multistep procedure permitting the partition of one mitochondrion into two 

daughter mitochondria. This process is mediated by Drp1. whilst mitochondrial 

fusion is the union of two mitochondria resulting in one mitochondrion. This 

process occurs due to the action of OPA1 and the mitofusins Mfn1/2. [30]. 

 

Mitochondrial Dynamics Disturbance: at 

Crossroads with Cancer  
 

Mitochondrial dysfunction is a trademark of several diseases. 

Mitochondria and metabolic alterations have been documented 

as significant for cancer evolution [31]. However, a more 

detailed understanding of how to operate mitochondria-related 

procedures for cancer therapy remains to be recognized. 

Mitochondria are extremely dynamic organelles which 

constantly fuse and divide in response to miscellaneous stimuli 

[30]. Contribution in the above-mentioned procedures requires 

an accurate regulation at many points that permits the cell to 

connect mitochondrial activity to nutrient availability, 

biosynthetic demands, proliferation rates, and external incentives 

[32]. The altered fission/ fusion ratio is thought to correlate with 

different types of cancers [33]. Current studies demonstrate that 

augmented mitochondrial fission is a pro-tumorigenic phenotype 

[33]. Although much more studies point towards a link between 

increased fission and cancer progression, some studies 

demonstrated increased fusion processes during cancer 

evolution. Multiple factors could influence mitochondrial 

dynamics and this include severe stress (hypoxia, high glucose 

etc.) [34]. Tumor hypoxia progresses owing to irrepressible cell 

proliferation, altered metabolism, and irregular tumor blood 

vessels causing reduced transport of oxygen and nutrients [35]. 
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Hypoxia is one of the chief characteristic of solid tumors and 

was revealed to associate with poor prognosis of cancer patients 

[35]. It has been shown to elevate the expression of some 

oncogenes including HIF1-α [35]. Many cancer cells showed 

elevated expression of HIF1-α including human prostate cancer 

cell lines, thyroid carcinomas, breast cancers, and liver cancers 

[36]. HIF1-α has been shown to promote mitochondrial fission 

via a process involving cyclin B1/ CDK1-dependant 

phosphorylation of Drp1 at s-616, allowing its translocation to 

the mitochondria to induce fission [37]. The expression level of 

Drp1 was found raised in hepatocellular carcinoma (HCC) 

tissues [38], glioblastoma U251 cells [39], oncocytic thyroid 

tumors [40], and in lung adenocarcinoma cell lines among others 

[41]. In human pancreatic cancer, the expression of oncogenic 

Ras or activation of MAP kinase pathway was associated with 

erk2-mediated phosphorylation of Drp1 at S-616 leading to Drp1 

mitochondrial translocation and thus increased mitochondrial 

fission (Fragmentation) [42]. Interestingly, inhibition of this 

phosphorylation has been revealed as sufficient to chunk tumor 

growth [42]. This phosphorylation was also observed as 

increased in some lung cancers [43]. In contrast, a study by li et 

al discovered that raised mitochondrial fusion supports liver 

cancer and fuels tumor cell growth via shifting their metabolism 

[44]. Different studies have stated that the knockdown of the 

fusion machinery factors, chiefly OPA1 and Mfn1/2 lead to the 

blocking of the mitochondrial fusion process and was linked 

with the inhibition of cell growth in vitro and tumor creation in 

vivo [44].  

 

Mitochondrial Dynamics and Tumor Cell 

Proliferation  
 

In normal cells, hundreds of genes complicatedly regulate the 

procedure of cell division [2]. Normal growth necessitates an 

equilibrium between the action of those genes that encourage 

cell proliferation and those that suppress it [2]. Cells come to be 

cancerous after mutations accumulate in the numerous genes that 

regulate cell proliferation [2]. However, it is not surprising that 

defects in the expression of genes inhibiting or activating cell 

cycle inducers and suppressors also play an action in the process 
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[2]. Additionally, a normal equilibrium in fission/fusion of 

mitochondria is important in cell cycle progression [45]. 

Mitochondrial fission is an extremely controlled process that, 

when disturbed, can modify metabolism, proliferation and 

apoptosis. Interestingly, the role of Drp1 that controls 

mitochondrial fission has been gaining lately an interest as it has 

been increasingly associated with tumorigenesis via its 

interaction with cell cycle proteins and TSGs [46]. Theory 

determined study on epithelial ovarian cancer (EOC) exposed 

that Drp1 co-expresses exactly with the cell-cycle module 

accountable for mitotic evolution [46]. Shinya et al. examined 

cell proliferation and cell cycle utilizing the cutaneous SCC 

A431 and DJM1 cells that were actually transfected with shRNA 

vectors targeting Drp1 [47]. The study revealed that the MAP 

kinase signaling trail is involved in the process where MEK 

inhibitor PD325901 repressed cell proliferation, plus inhibited 

the phosphorylation of ERK1/2 and Drp1Ser616 [47]. Indicating 

that MEK which is activated in many cell cancers acts upstream 

of drp1 promoting cancer cell proliferation possibly via 

phosphorylation of Drp1 at serine 616. Noting that Drp1 S616 

phosphorylation is essential for mitochondrial fission and even 

though cancer cells can survive without the energy from the 

mitochondria [48], they simply can’t grow without mitochondria 

as they need it to form new strands of DNA, which we know 

well that it plays a key role in the process [48]. This could 

explain the association between increase mitochondrial fission 

and cancer enhanced proliferation. In addition to that, Qichao 

Huang et al conclusions proved that augmented mitochondrial 

fission plays a serious role in the regulation of HCC cell survival 

[49]. Where the treatment by mitochondrial division inhibitor-1 

meaningfully repressed tumor development in an in vivo 

xenograft nude mice model [49]. Though, mitochondrial fusion 

has been shown to protect against cell proliferation [50]. The 

mitofusin Mfn2 has been presented to inhibit the ERK/MAPK 

signaling trail [50]. Additionally, Drp1/Mfn expression inequity 

has also been shown to cause additional mitochondrial fission 

and reduced mitochondrial fusion in human lung cancer cell 

lines, which is a significant process for cell cycle [51].  
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Mitochondrial Dynamics Implication in 

Apoptosis during and Outdoor of Cancer  
 

Mitochondria play crucial roles in triggering apoptosis in 

mammalian cells [52]. In healthy cells, mitochondria constantly 

split and fuse to form an active intersecting network [53]. This 

network breaks during apoptosis at the time of cytochrome C 

release and preceding to caspase activation, producing abundant 

and smaller mitochondria [53]. New work shows that proteins 

tangled in mitochondrial fission and fusion also vigorously meet 

and contribute in apoptosis pathways. It remains controversial 

whether fission is absolutely for the progression of apoptosis. On 

majority, most of the studies mentioned in the literature points 

for the implication of mitochondrial fission in the process of 

apoptosis. The study by J Estaquire et al. demonstrated that 

Drp1-mediated mitochondrial fission inhibition prevents 

apoptosis via hindering the release of cytochrome C during the 

process of apoptosis [54]. Numerous models elucidating the 

mechanisms of cytochrome release have been recommended. 

One recommends that it rests on the activation of Drp1-mediated 

mitochondrial fission [55]. It is noteworthy that elevated 

mitochondrial fission generate more ROS which activates 

CD95L which further activates CD95 and mediate T cell 

apoptosis [56]. It has also been witnessed that the apoptotic 

executioner protein BAX and Drp1 has been revealed to actually 

interact and that this interaction is improved during apoptosis 

[57]. It has been noticed that upon BAX activation, Drp1 firmly 

associates with the mitochondrial outer membrane (MOM) 

through BAX/ Bak-dependent SUMO alteration of Drp1 [58]. 

The augmented mitochondrial fission ties up with the release of 

cytochrome C, where fission inhibition via RNAi targeting Drp1 

slows down the release of cyto-C [54]. Martirou and colleagues 

lately confirmed that Drp1 encourages the formation of a 

nonbilayer hemifussion intermediate wherein the triggered and 

oligomerized BAX makes a hole, leading to MOMP [59]. 

Though, the procedure of fission can happen even helplessly of 

apoptosis processes. Consequently, in what way Drp1 

contributes to apoptosis is a significant concern for upcoming 

studies. Not much studies for now investigating mitochondrial 

fusion in cancer apoptosis yet, but more fresh indication 
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designates that inhibiting mitochondrial fusion encourages 

apoptosis [60]. Qichao Huang and coworker’s experiment of 

MFN1 knockdown was associated with the encouragement the of 

HCC cells survival both in vitro and in vivo largely via enabling 

autophagy and hindering mitochondria-dependent apoptosis [49]. 

The overexpression of the mitochondrial fusion machinery 

Mfn1/2 outcomes in slowed Bax activation, cyto-C release, and 

apoptosis, signifying a role for Mfn1/2 in cell death [61]. A 

mutant form of mfn2, which has an alteration in one of the 3 

preserved residues exposed to the IMS, was incapable to protect 

cells from undergoing apoptosis induced by the treatment with 

staurosporine [62]. Moreover, since Mfn2 is recognized to 

inhibit ERK1/2 activation [63], and since ERK activation has 

been shown to encourage apoptosis [64], then Mfn2 may defend 

cells against apoptosis. OPA1, another fusion machinery protein, 

has also been revealed to be obligatory as a guard of cells from 

apoptosis. Olichon et al. discovered that OPA1 loss persuades 

unprompted apoptosis of cells. OPA1i-mediated cell death has 

been shown to be overcome via overexpression of bcl2 (anti-

apoptotic), pointing for the likely action of mitochondrial fusion 

in cell death upstream of MOMP [65]. In fact, OPA1 is known to 

regulate normal cristae structure [65]. The majority of cyto-C is 

known to localize within the cristae in healthy cells, for this it 

has been suggested that the complete release of cyto-C from 

mitochondria could be a result of cristae remodeling [66]. As it 

appears that OPA1 oligomers seems to hold cristae at junctions 

together. Interestingly, the overexpression of OPA1 prevented 

tBid-induced cyto-C release to the IMS, which further supports 

mitochondrial fusion protects cells against apoptosis [67]. A 

recent study by Sheng-Teng Huang et al evaluated the 

mechanism by which Tanshinone IIA (Tan IIA) induces 

apoptosis in osteosarcoma cells [68]. They demonstrated that 

Tan IIA treatment and administration caused a noteworthy 

reduction in the mitochondrial fusion proteins, Mfn1/2 and 

Opa1, along with an elevation in the fission protein Drp1 [68]. 

Which further support that mitochondrial dynamic change is 

involved in apoptosis and that Tan IIA could represent a possible 

candidate to inhibit tumor progression. Hence, further studies 

investigating the implication of fusion blocking on apoptosis 

during cancer progression as a possible therapy are needed, as 
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well as investigating the possibility of combing the targeting 

both fission and fusion processes during cancer.  
 

Mitochondrial Dynamics and Tumor 

Angiogenesis  
 

Even though ECs function is influenced by mitochondrial 

metabolism [69], the role of mitochondrial dynamics in 

angiogenesis is unidentified. As tumors experience unrestrained, 

extreme proliferation leading to hypoxic microenvironment, such 

settings encourage angiogenesis to achieve cancer cell’s demand 

for oxygen and nutrients [9]. Yet, as mitochondrial fission has 

been demonstrated to increase during hypoxia [70], the 

mechanisms encouraging angiogenesis in the context of 

mitochondrial fission remains foggy. The role of Drp1 in 

Epithelial Progenitor Cell (EPC)-mediated angiogenesis has been 

evaluated by Kim et al, where inhibiting Drp1 either via siRNA 

or treatment with Mdivi1 (Drp1 inhibitor) lead to intense drop in 

EPC migration, invasion, and tube formation, highlighting a role 

of mitochondrial fission arbitrated by Drp1 in tumor 

angiogenesis [70]. It is noteworthy to add that mitochondrial 

fission protein Fis1 has also been shown to shape EPCs and 

influence angiogenesis [71]. Hsueh-Hsiao Wang and colleagues 

overexpressed Fis1 in senescent EPCs, which lead to augmented 

proliferation, and restored the angiogenic potential [71]. 
 

In addition, a recent study by Stéphanie et al showed that the 

IMM mitochondrial fusion protein OPA1 is obligatory for tumor 

angiogenesis [72]. They discovered that in response to 

angiogenic stimuli, OPA1 levels quickly rise and that endothelial 

Opa1 is certainly essential in a nuclear factor kappa-light-chain-

enhancer of activated B cell (NFκB)-dependent pathway crucial 

for tumor angiogenesis [72]. As the exact signaling involving 

both drp1 and opa1 in tumor angiogenesis remains unexplained, 

further studies into such topic is needed to unveil possible targets 

in the context of cancer therapy. 
 

Mitochondrial Dynamics Meeting EMT during Cancer  
 

Other features to be well-thought-out are cross-links with 

mitochondrial dysfunction and elevation of tumor cells 

metastasis. Epithelial–mesenchymal transition (EMT) allows 
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cancer cells to acquire the migration skills to traffic out of the 

primary tumor and translocate to new target organs. EMT 

coverts the EC to mesenchymal phenotypes in many epithelial 

tumor cells that are influenced by mitochondrial dysfunction 

[73]. Based on the literature, it turns out that mitochondrial 

dysfunction initiates EMT via EMT signaling pathways. TGF-β 

is recognized as a main growth factor regulates EMT 

development through TGF-β/SMAD/SNAIL, 

phosphatidylinositol-3-kinase (PI3K)/AKT signaling pathways. 

TGF-β phosphorylates TGF-β receptor-regulated Smad2 and 

Smad3, then elevate the expression of their downstream gene, 

Snail-1, being a positive regulator of EMT and metastasis [74]. 

Activated PI3K/AKT signaling can also elevate the expression of 

Snail, thus persuading the EMT [74]. In the tumor 

microenvironment, the hypoxia-induced accumulation of HIF-1 

α triggers the expression of TWIST which eventually persuades 

EMT [75]. Additional connection with mitochondria in cancer 

cell metastasis is epidermal growth factor receptor (EGFR). 

EGFR was found highly expressed in the mitochondria of highly 

invasive non-small cell lung cancer (NSCLC) cells [76]. EGF is 

a growth factor that initiates the EMT by activating the 

RAS/RAF/MEK/ERK MAPK signaling cascade [76]. The 

activated ERK1/2-MAPK induces EMT, promoting the 

regulation of cell motility and invasion [76]. EGF turns on the 

mitochondrial translocation of EGFR, mitochondrial fission, and 

enhances cancer cell motility in vitro and in vivo [77]. Likewise, 

EGFR can regulate mitochondrial dynamics by disturbing Mfn1 

polymerization, consequently, overexpression of Mfn1 opposes 

the phenotypes consequential from EGFR mitochondrial 

translocation to induce mitochondrial fission [77]. These 

observations indicate a possible implication of mitochondrial 

fusion machinery against EMT. Though encouraging 

mitochondrial fusion, MFN1 hinders cell proliferation, invasion 

and migration capability in vitro and in vivo [78]. However, 

mitochondrial fission has been shown to correlate with EMT 

during cancer progression. In breast cancer, augmented 

mitochondrial fragmentation or fission strengthens the 

capabilities of breast cancer cells to metastasize by triggering 

Drp1 or silencing Mfn [79]. Which indicates that elevated 

fission/ fusion ratio possibly associates with tumor metastasis. 
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The study by Jing Guoet al revealed that Drp1 elevated 

expression owing to high glucose resulted in augmented EMT, 

migration and invasion in the endometrial cancer context [80]. 

Where all these changes produced by high glucose could be 

somewhat lessened by Drp1 knockdown. Additionally, Seung-

Wook Ryu et al established that TGF-β action caused in 

elongation of mitochondria escorted by the instruction of N-

cadherin, vimentin, and F-actin in retinal pigment epithelial cells 

[81]. They similarly presented that Drp1 reduction augmented 

cell length and persuaded reorganization of F-actin [81]. In this 

study the authors also showed that the exhaustion of Mfn1 

blocked the upsurge in cell length throughout TGF-β-mediated 

EMT. The results of their study together validate the 

participation of mitochondrial dynamics in TGF-β-induced 

EMT.  
 

Mitochondrial Dynamics and Cancer Metabolic 

Reprograming  
 

Metabolic reprogramming generally occurs in cancer. 

Mitochondrial dynamics plays a significant part in tumor 

evolution [31]. Though, how these dynamics mix tumor 

metabolism in cancer progression is quiet foggy. A study 

involving HCC showed that MFN1 controls metastasis through 

metabolic switch from aerobic glycolysis to OXPHOS [82]. 

Where the treatment by glycolytic inhibitor 2-Deoxy-D-glucose 

meaningfully suppressed the possessions persuaded by reduction 

of MFN1. Tian Gao et al revealed that Salt-inducible kinase 2 

(SIK2), which belongs to the AMP-activated protein kinase 

family, encourages reprogramming of glucose metabolism via 

PI3K/AKT/HIF-1α pathway and Drp1-mediated mitochondrial 

fission in ovarian cancer [83]. As improved mitochondrial 

fission is established to be positively controlled through certain 

triggering oncogenic mutations; such as B- rapidly accelerated 

fibrosarcoma (BRAF), thus improving tumor progression, 

Rayees Ahmad et al revealed that BRAF-V600E induced 

colorectal cancers shows fragmented mitochondria which 

deliberates glycolytic phenotype and growth benefit to these 

tumors as their findings demonstrate that  BRAF-V600E 

Colorectal cancer cells have higher protein levels of pDRP1-

S616 leading to a further fragmented mitochondrial state as 
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compared to those having a wild type BRAF [84]. Moreover, 

Androgen-induced expression of DRP1 has been shown to 

control mitochondrial metabolic reprogramming in prostate 

cancer [85]. Carmela Guido et al showed that mitochondrial 

fission encourages glycolytic reprogramming in cancer-

associated myofibroblasts, inducing stromal lactate construction, 

and tumor growth in early stages. Where the recombinant over-

expression of MFF (mitochondrial fission factor) lead to 

metabolic re-programming towards glycolytic metabolism [86]. 

As the metabolic reprogramming underlying the DRP1 inhibition 

is quiet undecided in cancer cells, Wenting Dai et al found that 

cancer cells treated with Drp1 inhibitor shows less enrichment in 

TCA cycle intermediates indicating less oxidative metabolism 

leading to reduced cell proliferation [87]. Additionally, the 

knockdown of the fusion regulator genes, OPA1 or MFN1, 

repressed the fusion process in HCC cell lines and CCA tumors 

[88]. This was accompanied by an inhibition in cell growth in 

vitro and tumor creation in vivo as well as lessened oxygen 

ingesting and cellular ATP manufacture of tumor cells [88]. As 

metabolic reprogramming represents a good way for cancer to 

progress, further understanding of mitochondrial dynamics in 

this process is warranted. 
 

Mitochondrial Dynamics Machinery Disturbance on 

Anti-Tumor Immunity: A Possible Target in 

Immunotherapy  
 

The innate and adaptive immune responses evoked against 

tumors to control them is termed “antitumor immunity” [89]. 

Though, the immune system has a hard time eliminating cancer 

cells [89]. This is due to the fact that cancer twitches when 

normal cells develop aberrations and begin to grow irrepressibly. 

Perhaps that’s why the immune system doesn’t continuously 

identify them as foreign [89]. For this, immunotherapy, utilizing 

the immune system to drive away cancer, has been planned as 

one of the main innovations in cancer biology [89]. This includes 

vaccines, cytokines, CAR T cell therapy, and monoclonal 

antibodies among others [89]. However, regardless of these 

intense advances, the effectiveness of such methods is not 

common and difficulties remains for the field of cancer 

immunotherapy. In the current years, numerous investigators 
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have acknowledged the possibly serious roles of mitochondrial 

dynamics in both innate and adaptive immunity [90]. Well, 

mitochondrial dynamics has been shown to influence the 

differentiation, activation, and cytokine construction of immune 

cells [91]. Immune cells, especially T cells, play a key role in 

immunotherapy [92]. The regulation of mitochondrial dynamics 

could influence T cells at different stages from clonal expansion, 

migration, and differentiation, thereby, affecting their effector 

function [93]. As it has been detected experimentally that Drp1 

knockout is linked with abridged number of mature T cells, and 

decreased T cell proliferation even after antigen encountering 

[93]. Interestingly, this reduction in clonal expansion rate could 

be reversed by the overexpression of the phosphorylated form of 

Drp1 at serine 616 (Drp1-S616) [93]. Throughout the 

differentiation of naïve T cells into effector T cells, the 

metabolic manner goes from OXPHOS and fatty acid oxidation 

to glycolysis [94]. This procedure rest on the exact adjustment of 

the calcium current at immune synapses by Drp1, which 

encourages the transcription of genes involved in glycolysis by 

maintaining the activation of mTOR/cMyc [95]. It has been 

observed fragmented mitochondria were mostly detected in 

effector T cells, and this phenotype be determined by the 

phosphorylation of Drp1 at Ser616 to facilitate mitochondrial 

fission [96]. Either inhibiting glycolysis or knocking out drp1, 

encourages the change of T cells to a memory-like phenotype 

owing to the powerlessness of mitochondria to split [95]. 

Additionally, due to the absence of T cells or the existence of 

nonfunctional T cells in the tumor microenvironment, a 

substantial number of patients display no answer to 

immunotherapy [97]. As the tumor microenvironment is 

characterized by hypoxia and nutrient deficiency where cells 

compete and tumor cells mainly win, T cells experience constant 

TCR stimulation and grieve from nutritional shortage and 

hypoxia, leading to T cell exhaustion [98]. Exhausted T cells are 

described by reduced proliferation and functional position with 

co-inhibitory molecules expression [99]. Fascinatingly, 

exhausted T cells presented impaired mitochondria and irregular 

ROS production paralleled with normal T cells [100]. These 

observations points that mitochondrial dynamics are altered 
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throughout the course of T cell exhaustion, or perhaps these 

mitochondrial dynamic alteration causes T cell exhaustion.  

 

Programed cell death-1 (PD-1) upregulation is one of the 

features of exhausted T cells, which mediates 

immunosuppression [99]. Simula and coworkers demonstrated 

that the PD-1 signal hinders the division of mitochondria in T 

cells by hindering the phosphorylation of Ser616 sites of Drp1, 

and this inhibition is achieved through the ERK and mTOR 

pathways [101]. In this study PD-1 inhibitors significantly 

improved the anti-tumor outcome of wild-type mice. It’s 

noteworthy that reliable with the outcome of Drp1 on T cell 

migration defined previously, Simula and colleagues established 

that the density of tumor-infiltrating T cells in wild-type mice 

was greater than those with Drp1 Knockout, which was linked to 

Drp1-mediated division and reorganization of the mitochondria 

situated in the hind part or uropod of T cells [101].  

 

 
 
Figure 3: Involvement of mitochondrial fission in T cell activity in the tumor 

microenvironment. Under hypoxic condition of the tumor environment, HIF1-α 

becomes activated which in turn activates PD-1. PD-1 enhance T cell 

exhaustion via inhibiting the phosphorylation of Drp1 at S616, hence 

preventing mitochondrial fission-mediated processes including clonal 

expansion, glycolysis encouragement and migration in T cells. [102,103]. 

 

Natural killer (NK) cells have vital actions in tumor surveillance 

[104]. Xiaohu Zheng et al established that tumor-infiltrating NK 

cells in human liver cancers showed fragmented mitochondria in 

their cytoplasm, while liver NK cells external to tumors 
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presented normal large mitochondria [105]. This fragmentation 

was correlated with NK cell loss, causing tumor avoidance of 

NK cell-mediated surveillance, which expected poor survival in 

patients with liver cancer. They also demonstrated that hindering 

mitochondrial fragmentation was associated with the persistence 

and the antitumor capacity of NK cells. Hence, mitochondrial 

fission seems to play an essential role during the antitumor 

immunity and thus represents a potential target to enhance the 

antitumor immunity and fight off cancer.  
 

Conclusion  
 

In summary, mitochondrial dynamic disturbance seems to 

interfere during cancer progression by working for the favor of 

different cancer traits including tumor growth, angiogenesis, 

metabolic reprogramming, EMT and invasion (metastasis). 

Mitochondrial fission/ fusion ratio seems to be higher in the 

majority of cancers, yet the increased fusion process has been 

observed in some cancers as well as it leads to the inhibition of 

apoptosis in tumors. Fission seems to be more involved in 

proliferation, angiogenesis and EMT but it seems to induce 

apoptosis, yet increased fission is more likely to induce cancer 

traits wins over inducing apoptosis.  As Drp1 S616 is responsible 

for mitochondrial fission, regulating its phosphorylation state 

represents a potential target to fight off tumor itself. However, 

mitochondrial dynamics also seems to influence the antitumor 

immunity. But in contrast to the negative effect of increased 

fission on tumor progression, increased mitochondrial fission or 

elevated levels of Drp1-S616 has mainly a positive influence on 

the antitumor immunity.  
 

Future Directions  
 

Further studies investigating the outcomes of combining the 

inhibition Drp1 phosphorylation at S616 in tumors and the effect 

of this Drp1 phosphorylation in antitumor immunity on the 

overall tumor progression in different cancers is warranted. 

Indicating the need of cell type specific targeting approaches. 

For this, also approaches aiming at easy screening patient 

specific cancers for the state of Drp1 phosphorylation will be of 

interest. 
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DNA Repair Systems  
 

A preserved genome is essential for the preservation and 

continuation of life. DNA, however, is known to be an 

intrinsically reactive molecule and is highly susceptible to 

chemical modifications from endogenous or exogenous agents; 

exogenous factors include environmental hazards such as toxic 

heavy metals and radiation, whereas endogenous factors 

comprise molecules or reactive species released by cellular 

metabolism inside the body or after cell damage and the loss of 

cell membrane integrity [1]. For example, naturally occurring 
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reactive oxygen species (ROS) inside cells can thus lead to 

various types of endogenously caused-DNA damage, which can 

be in the form of deamination, methylation, or oxidation of 

bases, but also as single- or double-strand breaks. Similarly, 

exposure to exogenous agents such as ultraviolet (UV) light, 

ionizing radiation, benzopyrene, or alkylating agents can also 

lead to the accumulation of various types of lethal DNA lesions 

[2]. 

 

DNA damage caused by either endogenous or exogenous sources 

can ultimately lead to DNA mutations. Mutations refer to 

changes in the DNA sequence, which can occur due to either 

exposure to DNA damaging agents (in this case mutagens) or to 

errors during DNA replication. Some mutations are beneficial 

and in fact play an important role in evolution and development 

of life, while others are associated with diseases, tumorigenesis, 

and aging. Because the accumulation of mutations can be 

unfavorable and lead to drastic carcinogenic consequences, cells 

have evolved complex DNA repair, damage tolerance, cell cycle 

checkpoints, and cell death pathways to maintain the integrity of 

the genome [2]. 

 

There are several types of mutations, ranging from single base-

pair alterations to multi base-pair deletions, insertions, 

duplications, and inversions [3]. Depending on the type and 

location of the mutation, the effect can be classified as 

beneficial, neutral, detrimental, or lethal. However, recent 

research has shown that several other factors might play a role in 

determining the effect of a certain mutation, as in the case of 

“Epistasis” where the effect of a gene mutation is dependent on 

the presence or absence of other mutations in a manner that the 

environmental genetic background of such a particular DNA 

mutation might play a role in changing its effect [4]. Mutations 

that cause death or reduced life expectancy of individuals are 

referred to as lethal mutations, as in the case of Tay Sachs 

disease, where life expectancy is around 4-5 years of age [5]. 

 

Preserving one’s genome after such genomic attacks and 

mutations is thus vital for an organism. For this purpose, the 

DNA repair machinery efficiently localizes and eliminates DNA 
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lesions to maintain genomic integrity and stability, and minimize 

the formation of mutations. The cell cycle includes four different 

stages and three checkpoints; upon detection of DNA damage, 

the cell cycle halts, and the DNA damage response (DDR) is 

activated; depending on the type of lesion, different DNA repair 

pathways can be initiated. There are at least six major DNA 

repair pathways, including direct reversal/repair (DR), base 

excision repair (BER), nucleotide excision repair (NER), 

mismatch repair (MMR), homologous recombination (HR), and 

non-homologous end joining (NHEJ) repair pathways [2,4] 

(Figure 1). Normally, if the damage is unrepairable, the cell 

undergoes apoptosis or necrosis [6]. 

 

Certain DNA lesions can be directly repaired. The O6-

alkylguanine (O6-AG)-DNA methyltransferase (MGMT) also 

known as O6-alkylguanine-DNA alkyltransferase (AGT) can 

indeed repair DNA damage by removing alkyl groups from 

thymine or guanine bases without removing the base itself [7]. 

Other DNA repair pathways include multi-enzyme complexes 

that work together or sequentially to remove specific types of 

damaged bases. For example, the BER pathway involves 

numerous proteins that aid in maintaining genome integrity by 

repairing small single base DNA lesions caused by DNA 

alkylation or oxidation [8] including 8oxoGuanine (8oxoG), the 

most abundant BER substrate, which results from the oxidation 

of guanine, and if left unrepaired can lead to transversion 

mutations [9]. The NER pathway plays an important role in 

repairing UV-induced photoproducts, bulkier DNA lesions such 

as base adducts created by genotoxic agents like cisplatin, and 

DNA crosslinks [10]. In these two excision repair pathways, the 

damaged nucleotide and in some cases the neighboring DNA is 

excised and replaced with newly synthesized DNA using the 

normal DNA replication machinery. The MMR pathway plays a 

role in correcting single base-pair mismatches and misaligned 

short nucleotide repeats introduced accidently by the DNA 

polymerase during DNA replication; if left unrepaired they can 

lead to point or frameshift mutations [11]. MLH-1, MSH-2, 

MSH-6, and PMS-2 are the most clinically relevant MMR 

proteins, which participate in the repair of such errors by 

excising the DNA harboring the mismatch site and re-
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synthesizing the correct DNA. Both HR and NHEJ are DNA 

repair pathways involved in repairing double-strand breaks 

(DSB). Proteins encoded by BRCA1, BRCA2, RAD51, and 

PALB2 genes mediate HR, which functions by resecting part of 

the DNA sequence around the DSB, after which the homologous 

sister chromatid is used as a template for the synthesis of the new 

non-damaged DNA. HR can thus only operate during the S and 

G2 phases of the cell cycle during which the sister chromatids 

are present. NHEJ, in contrast, repairs DSBs by directly ligating 

the loose ends of the DSBs and can therefore function 

throughout the cell cycle, but is more error-prone [12]. 

 

 
 

Figure 1: DNA damage and the associated DNA repair pathways. 

 

Defects in DDR Genes and Cancer  
 

Cancer is a disease that develops gradually. According to the 

mutator phenotype hypothesis, the ability of cancer cells to 

divide, invade, and metastasize is due to mutations in driver 

genes that regulate DNA repair and genetic stability. Such 

mutations result in deficiencies in DNA repair pathways leading 

to an increased mutation rate; those mutations can take place in 

other DNA repair genes thereby initiating a cascade of mutations 

in the genes that maintain genomic stability [13-15]. Eventually, 

this leads to genomic instability which is believed to be the main 

cause of tumorigenesis [16-18]. Thus, such deficiencies in DNA 

repair genes are the hallmark behind genomic and epi-genomic 

instability in case of cancer development [14]. 
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The cancer cell genome has been shown to include several 

mutation classes such as substitutions, insertions, or deletions of 

small or large DNA segments, rearrangements, gene 

amplifications, copy number reduction, etc [19-22]. Several 

epigenetic changes that alter both chromatin structure and gene 

expression have also been identified in cancer cells [23,24]. 

Furthermore, some cancer cells have acquired exogenous DNA 

sequences from tumorigenic viruses such as Epstein Barr virus, 

hepatitis B virus, human T lymphotropic virus-1, and human 

herpes virus-8 [25]. 

 

DNA damage and mutations play an important role in cancer 

development; this is particularly obvious in case of genetic 

defects in the DNA repair machinery [26]. For instance, 

individuals with somatic or inherited germline mutations 

affecting DNA repair genes typically exhibit an increased risk of 

developing cancer. In what follows, is a list of the most 

commonly occurring cancer-related DNA repair defects. 

 

Cancer-Related Defects in HR Genes: BRCA1 and 2 are tumor 

suppressor genes that control cell growth and differentiation. 

Besides their role in the regulation of gene expression, they are 

also known to take part in the repair of DSBs in the HR pathway. 

Upon HR activation, DSBs are resected into a 3'-single-stranded 

DNA (ssDNA) overhang, which is directly coated with the high 

affinity ssDNA-binding protein, RPA. After that, BRCA1, 

BRCA2, and PALB2 form a crucial network of proteins to 

mediate the replacement of RPA by RAD51, which is the main 

effector protein in the subsequent steps of the HR pathway 

[27,28]. Lung, ovarian, breast, pancreatic, and prostate 

carcinoma are now known to be associated with mutations in HR 

genes, particularly BRCA1 and BRCA2 [29-32]. A recent 

analysis estimated the lifetime risk of developing prostate cancer 

by age 85 to be 29% and 60% for BRCA1 and BRCA2 carriers, 

respectively, and that the risk of developing male breast cancer is 

18- and 80-fold higher in BRCA1 and BRCA2 carriers, 

respectively [31,32]. Besides that, it was estimated that breast 

cancer families with BRCA2 mutations have a 10-fold higher 

risk of developing pancreatic cancer than families without such 

mutation [29,34]. 
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Cancer-Related Defects in BER Genes: MUTYH gene 

encodes for the MYH DNA glycosylase enzyme, a BER protein 

that functions in repairing oxidative DNA damage resulting from 

exposure to various carcinogens. In particular, MYH is known to 

bind the mismatched 8oxoG:A base-pair resulting from 

misincorporation of adenine opposite 8oxoG during replication 

of 8oxoG-containing DNA, after which it excises the 

mismatched adenine, thereby preventing T:A transversion 

mutations in the following rounds of DNA replication [35]. 

Somatic and germline MUTYH gene mutations are known to be 

associated with a high risk of developing polyposis and 

colorectal cancer [36]. Furthermore, recent studies to understand 

the role of the mutated MUTYH gene in the development of 

extracolonic cancer estimated that biallelic MUTYH carriers 

have a 19- and 17-fold increased risk of developing urinary 

bladder and ovarian cancer, respectively, compared with the 

general population, and that monoallelic MUTYH carriers are at 

increased risk of developing gastric, liver, breast, and 

endometrial cancer [37]. Another study suggests that monoallelic 

MUTYH carriers may progress to ovarian cancer if somatic 

MUTYH mutations co-occur, leading to a homozygous somatic 

state [38]. Both mutated MUTYH related-cancer types can occur 

due to the failure of MUTYH driven-BER mechanism in 

MUTYH-mutated individuals [38]. 

 

Cancer-Related Defects in NER Genes: ERCC1 is a 

multifunctional protein that plays an essential role in the NER 

pathway. Together with XPF, it forms the structure-specific 

endonuclease XPF/ERCC1 complex which is known to be 

essential for repairing various bulky DNA lesions, pyrimidine 

dimers, DNA crosslinks, and DSBs. ERCC1 has been identified 

as the most frequently deficient DNA repair protein in non-

small-cell lung cancer (NSCLC). Besides that, mammalian cells 

with mutated ERCC1 and XPF genes develop various genetic 

disorders, which result from deficient NER pathway, including 

Xeroderma pigmentosum (XP), trichothiodystrophy (TTD), and 

Cockayne syndrome (CS) [39-42]. In the same context, studies 

published by the Cancer Genome Atlas (TCGA) and others, 

demonstrate that somatic mutations in ERCC2, a DNA helicase 
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that also plays an important role in NER, were identified in 

approximately 12% of bladder cancer [43-46]. 

 

Cancer-Related Defects in MMR genes: MSH2, MSH6, 

MLH1, and PMS2 play an essential role in mediating the MMR 

pathway, which aids in repairing base-base mismatches, 

insertions, and deletions generated during DNA replication and 

recombination. Several types of cancer are associated with a 

deficient MMR pathway, including colorectal, endometrial, 

gastrointestinal, and ovarian cancers. A deficient MMR pathway 

is known to occur in 15-20% of colon and 10% of rectal cancers 

[47-50]. For instance, mutations in MLH1, MSH2, and MSH6 

are the cause behind the occurrence of hereditary nonpolyposis 

colorectal cancer (HNPCC), the latter being characterized by 

colorectal, endometrial, and other cancer clusters [51,52]. 

Several studies have also demonstrated the existence of MMR 

mutations in ovarian cancer, one of which noted that the 

incidence of germline MMR mutations in ovarian cancer is 2%, 

while other inactivated gene forms occur in up to 29% of the 

cases [53-55]. 

 

Cancer-Related Defects in DR Genes: As previously 

mentioned, MGMT functions as an alkyl-acceptor that 

irreversibly transfers the methyl group from the O6-

methylguanine and O4-methylthymine into its internal acceptor 

site (the sulfur atom of its active site cysteine), thereby repairing 

such alkylated adducts. Loss of MGMT function, mainly due to 

hyper-methylation-mediated silencing of its promoter, or 

mutation, has been associated with various tumor types, 

including glioma, gastrointestinal, esophageal, breast, and 

prostate cancer [56-58]. A recent analysis demonstrated the loss 

of MGMT protein expression in 44.5% (65/137) of 

gastrointestinal stromal tumors, with 10.9% (15/137) exhibiting 

MGMT promoter methylation [57]. Besides that, loss of MGMT 

protein occurs frequently in esophageal cancer patients from 

north India, where the absence of such protein is associated with 

65% of the cases (52/80), together with a significant hyper-

methylation of the MGMT promoter region [58]. 
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Cancer-Related Defects in the tp53 Gene: tp53 is a tumor 

suppressor gene that encodes for the p53 protein, which in turn 

plays an important role in protecting the cell from DNA damage. 

It is a transcription factor that facilitates the DDR by halting the 

cell cycle to allow for the repair machinery to restore genome 

stability. It controls genes involved in the regulation of the cell 

cycle and/or apoptosis [59]. Under normal conditions, it is 

expressed at low levels; upon detecting DNA lesions, a series of 

post-translational modifications including phosphorylation and 

acetylation take place leading to the accumulation and activation 

of p53. As a transcriptional activator, p53 regulates and activates 

several genes involved in various DNA repair pathways (NER, 

BER, MMR, NHEJ, and HR) and induces either cell cycle arrest 

or apoptosis depending on the extent of DNA damage [59,60]. 

As such, p53 plays a central role in maintaining genomic 

integrity. It is thus no surprise that over 50% of human cancers 

are indeed associated with loss of function p53 mutations 

[61,62]. Some cancers with p53 mutations are in addition 

chemo-resistant, which reinforces the critical role of p53 in 

cancer progression [59]. 

 

Cancer-Related Defects in the PTEN Gene: PTEN is also a 

tumor suppressor gene that encodes for the PTEN (phosphatase 

and tensin homolog) protein, a lipid phosphatase that plays a 

major role in the regulation of the phosphatidylinositol 3 kinase 

(PI3K)/AKT cascade, one of the most important signaling 

pathways activated in response to DNA damage. PI3K/AKT 

regulates cell cycle progression, induction of cell death, 

transcription, translation, stimulation of angiogenesis, and stem 

cell self-renewal [63-65]. By dephosphorylating 

phosphoinositide signaling molecules like PIP3, PTEN can 

inhibit signal transduction [66] and thereby block cell migration 

and cell-cycle arrest [67,68]. New evidence also suggests that 

PTEN can regulate DDR factors such as Chk1 and p53, therefore 

playing an indirect role in maintaining genomic integrity [69]. 

PTEN loss of function mutations are associated with genetic 

mutations, epigenetic mutations, and gene silencing mechanisms; 

this loss of function is present in several cancers such as gastric 

cancer [70] and breast cancer [71]; loss of PTEN causes the 

increase in PIP3 levels and the persistent activation of PI3K 
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effectors which causes uncontrolled cell proliferation, apoptosis 

resistance, angiogenesis, genomic instability, stem cell self-

renewal, cellular senescence, and cell migration [72]. 

 

When loss of function in direct or indirect DNA repair proteins 

occurs, more genomic alterations ranging from point mutations 

to chromosomal alterations are bound to occur. This is referred 

to as “genomic instability” [73] and is proving to be one of the 

major hallmarks of cancer, since it also affects other hallmarks 

such as oxidative stress, proteotoxic stress, metabolic stress, 

DNA damage and DNA replication, and mitotic stress [74]. 

 

DNA Repair Deficiency Disorders and 

Increased Risks of Cancer  
 

DNA repair deficiency disorders are caused by germline 

mutations in DNA repair genes. Several hereditary diseases 

characterized by genetic defects in DNA repair mechanisms are 

known to be associated with increased risk of cancer [75]. This is 

the case of Bloom’s Syndrome, Xeroderma Pigmentosum, Lynch 

Syndrome, Ataxia telangiectasia, and several other disorders 

described in this section. 

 

Bloom’s Syndrome (HR-deficient) 
 

Bloom’s syndrome is an autosomal recessive disease that occurs 

due to a loss of function mutation in BLM [76]. BLM encodes 

for the RecQ helicase, a DNA helicase that functions in HR 

repair of DSBs. BLM has also been shown to have a function in 

the early sensing of DNA damage, where it assembles with p53 

and hRAD1 at sites of stalled replication and DSBs. It interacts 

with several other proteins to promote survival in response to 

DNA damage, DNA blockage, chromatin remodeling, etc. Thus, 

BLM has a significant role in maintaining genomic integrity and 

stability [76,77]. 
 

Previous in vivo studies have shown that the loss of function of 

BLM plays a significant role in enhancing the tumorigenesis of 

both basal cell carcinoma (BCC) (a type of skin cancer) and 

rhabdomyosarcomas (RMS) [78]. Not only that, but it has also 
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been demonstrated that any deficiency in the levels of BLM 

induces hyper-recombination in epithelial cells [79] and 

promotes tumorigenesis [80]. This evidence further proves that 

BLM is necessary for maintaining genomic stability. 
 

Xeroderma Pigmentosum (NER-deficient)  
 

Xeroderma pigmentosum (XP) is an autosomal recessive 

disorder that is characterized by increased sensitivity to sunlight. 

Individuals with XP present freckle-like pigmentation and 

lesions in the areas where the skin was exposed to the sunlight. 

XP patients are at high risk of developing skin cancer, both non-

melanoma and melanoma, before the age of 10. XP patients are 

10,000 times more likely to develop non-melanoma skin tumors 

and 2,000 times more likely to have melanoma before the age of 

20 as compared to healthy people [81]. 
 

The disorder is the consequence of genetic defects in XP repair 

proteins, the latter being involved in mediating various steps in 

the NER pathway, thereby leading to a defective NER system. 

For instance, XP cells are unable to perform unscheduled DNA 

synthesis (UDS) after UV irradiation. UDS is a part of the NER 

pathway; it refers to the DNA synthesis that occurs after the 

removal of the DNA damage during the repair process. There are 

different classifications of XP; Classical XP (XP-A to XP-G) 

which is characterized by a deficiency in the removal of DNA 

damage through NER, and XP-V cells which are characterized 

by the ability to tolerate DNA lesions by replicating damaged 

templates through TLS. Due to their inability to remove 

mutations effectively and their ability to tolerate lesions, XP 

cells have an increased level of mutagenesis [81,82]. In addition 

to that, mutagenesis in XP can also be increased due to UV-

induced signature mutations in tumor suppressor genes such as 

p53 [81,83]. 
 

Lynch Syndrome (MMR-deficient)  
 

This disease is the most frequent - autosomal dominant - cause 

of hereditary colorectal cancer. It is caused by a germline 

mutation in one of the MMR genes (MLH1, MSH2, MSH6, 

PMS2, and EPCAM), which leads to the loss of function of its 

protein and thus a defective MMR pathway [49,84]. Lynch 
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syndrome is known to be associated with a high lifetime risk of 

developing several types of tumors, including colorectal (20-

70%), endometrial (15-70%), gastric (6-13%), and ovarian (4-

12%) cancer [49]. Furthermore, its association with increased 

risk of urothelial carcinoma has been noted as well [85]. A 

deficient MMR pathway leads to a high mutational incidence in 

the repetitive DNA sequences, leading to microsatellite 

instability. It is important to note that 95% of Lynch syndrome-

associated cancer present microsatellite instability [85,86]. 
 

Ataxia Telangiectasia (NHEJ, HR- deficient)  
 

Ataxia telangiectasia is a single gene autosomal recessive 

disorder that is characterized by mutations of both alleles of the 

ATM (ataxia-telangiectasia mutated) gene. The ATM gene codes 

for the ATM serine/threonine kinase responsible for initiating 

cell cycle arrest and DNA repair in response to DSBs. ATM is 

considered to be the main regulator of the DDR as it is 

responsible for activating several downstream effectors through 

phosphorylation; those proteins include BRCA1, SMC1, Ch2, 

etc. ATM is also responsible for the phosphorylation of p53. As 

such, ATM function is associated with genome integrity [87,88]. 

Mutations in the ATM gene thus inevitably affect the DNA 

repair capacity of cells. In fact, individuals with Ataxia 

telangiectasia have a 50 to 150-fold increased risk of developing 

cancer [89]. 
 

Other Disorders: Two human syndromes are associated with 

mutations in genes encoding DNA helicases that play important 

roles in HR, NHEJ, or excision repair pathways. When mutated, 

these genes lead to a defective repair mechanism [90-95]. 

Werner Syndrome is an autosomal recessive disorder resulting 

from an inherited mutation in the WRN gene, which encodes for 

the WRN ATP-dependent helicase, a member of the RecQ 

helicase family, while Rothmund Thomson syndrome results 

from a germline mutation in the RECQL4 gene. Fanconi anemia 

is another autosomal recessive disorder resulting from a mutation 

in FA genes, the latter being involved in the HR pathway [96]. 

These three syndromes with different deficiencies in DNA repair 

pathways are also associated with increased risks of developing 

cancer [97-101]. 
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DNA Repair and Cancer: The Link  
 

Perhaps the best way to study the role of DNA repair pathways 

in tumorigenesis is to investigate the molecular bases of 

inherited genetic disorders associated with defects in genes 

encoding DNA repair factors. Many of these defects have indeed 

been shown to favor cancer development. In recent years, this 

relationship between DNA repair and cancer has gained a lot of 

attention, notably with the finding that defects in the MMR are 

the cause of hereditary non-polyposis colorectal cancer 

(HNPCC) and enhance cancer development [102]. However, 

recent studies have also revealed the complexity of this 

relationship. Depending on the disease stage and the DNA repair 

pathway, defects in DNA repair factors may either increase or 

decrease the rate of survival. Mutations in DNA repair genes can 

thus be considered as double-edged swords in the context of 

radio- and chemotherapy [103]. In the future, a better 

understanding of the molecular mechanisms underlying the 

functions of the DNA repair machinery will certainly facilitate 

the development of more targeted and personalized anti-cancer 

treatments to overcome these difficulties. 
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MAGE Genes: Introduction and Classification  
 

Studying the immune system's ability to recognize and eliminate 

tumors may help in developing new therapies for cancer. In 

addition to the known mutated, overexpressed, fused, and 

oncoviral proteins, male germ cell–specific proteins were added 

to the list in 1991 when melanoma antigen 1 (MAGE-1) was 

identified in the melanoma cell line MZ2-MEL. A patient-

derived MZ2-MEL cell line was created from a patient (MZ-2) 

who had, for 10 years, exhibited strong T-cell activity against 

autologous tumor cells in culture [1]. It is worth mentioning that 
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a patient survived without disease recurrence for more than 30 

years after receiving autologous melanoma cell clones that had 

been mutagenized in vitro and lethally irradiated. However, all 

attempts to use MAGE-vaccines clinically have failed. In that 

sense, MAGE-A3 vaccine trials in Phase III trials were 

unsuccessful because they did not provide sufficient protection 

against melanoma, indicating that boosting T-cell responses to 

the MAGE-A3 protein is not sufficient to hinder the disease 

progression [2]. Still, MAGE proteins play an important role in 

tumor biology. 

 

 MAGE protein family consists of 10 subfamilies classified into 

two types based on their gene structures, chromosomal location, 

and expression patterns in specific tissues (Figure 1). MAGE 

type I genes (chromosome X-clustered genes), also called 

cancer-testis antigens (CTAs) are characterized by human 

leukocyte antigen epitope (HLA) in cancer cells and include 

MAGE-A, -B, and –C. In addition to cancer cells of diverse 

origins, germ-line cells in ovaries, testes, and placentas express 

these genes. However, they are not commonly expressed in 

adults’ tissues [3]. Type II genes are involved in cell 

proliferation and apoptosis, including MAGE-D, -E, -F, -G, and -

H. They are widely expressed in human and murine tissues and 

are not restricted to cancer tissues. In eutherian mammals, the 

MAGE family, which includes more than 50 related proteins, has 

expanded to protect the germline from environmental stress and 

help in stress adaptation. This stress tolerance may explain why 

MAGEs are abnormally expressed in many cancers where new 

studies showed a relation between stress and cancer growth [4]. 

 

MAGE protein family is a large and highly conserved group of 

proteins that possess a common domain; 180-amino acid domain 

known as the MAGE homology domain (MHD). Mammalians 

share 40% of amino acids in the MHD among all the MAGE 

subfamilies, but higher conservation is obvious at the subfamily 

level, where MAGE-D and MAGE-A subfamily members share 

75 and 70% MHD residues, respectively. Long-term research 

into MAGE proteins has not yet revealed their diverse molecular 

functions. In line with the dynamic nature of the MHD structure, 

MAGE proteins exert their function through interactions with 
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diverse proteins. It has been shown that MAGEs cooperate with 

distinct E3 ligases to regulate ubiquitination of target proteins 

[5]. E3 ligases are enzymes that recognize and mediate the 

transfer of activated ubiquitin from the E2 enzyme to a specific 

target substrate. They are classified into four major classes: 

RING (really interesting new gene) finger, U- box, PHD finger, 

and HECT.  Efforts were done to identify the function of MAGE 

proteins and led to a discovery that both type I and II MAGEs 

bind E3 ubiquitin ligases with RING domains and form MAGE-

RING ligases (MRLs). Several distinct MRLs have been 

subsequently identified. MAGEs recognize and bind their E3 

ligase partner through their MHDs [5]. 

 

 
 
Figure 1: Main members of the MAGE family. Two main classes of MAGE 

genes, MAGE gene type I and type II which consist of different subfamilies. 

 

Role of MAGE Genes in Cancer  
 

Melanoma-associated antigen (MAGE) family members and 

specially class I are cancer/testis antigens. They are usually 

expressed in trophoblasts, germline cells, and a wide range of 

human cancer types such as melanoma, lung cancer, breast 

cancer, oral squamous cell carcinoma, esophageal carcinoma, 

urothelial malignancies and hematopoietic malignancies [6] [7] 
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[8] [9]. They drive tumor progression through various 

mechanisms, thereby resulting in tumor growth, metastasis, and 

recurrence. This common role in tumor progression has drawn 

research attention into focusing on MAGE’s antigenicity and 

expression pattern in specific tissues to target them with cancer 

immunotherapy. Despite recent efforts to decipher the epigenetic 

regulation of certain MAGE family members, the transcriptional 

programs driving their abnormal expression remain poorly 

comprehended, and much remains to be discovered. The known 

tumor-related functions of MAGE family members are 

summarized in Table1. Additional mechanistical studies 

concerning MAGE function and regulation will provide some 

new alternative strategies targeting MAGEs in multiple types of 

cancers [10]. 

 
Table 1: The known tumor-related functions of MAGE family. MAGE genes 

have been classified as cancer related in various types of tumors with their 

related biological functions [10].   
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Class I MAGE Genes 
 

Class-I MAGE/cancer testes antigens include the MAGE-A, 

MAGE-B, and MAGE-C protein families, a group of highly 

homologous proteins whose expression is repressed in all normal 

tissues except developing sperm. Aberrant expression of class I 

MAGE proteins occurs in a wide range of cancer types. Thus, 

MAGE proteins have long been defined as tumor-specific 

targets; however, their functions have largely been unknown. 

Their role in cancer can be explained by the fact that Class I 

MAGE protein expression may suppress apoptosis by 

suppressing p53 and may actively contribute to the development 

of malignancies by promoting tumor survival. Since class I 

MAGE proteins expression is absent in normal tissues, inhibition 

of MAGE antigen expression or function represents a novel and 

specific treatment for melanoma and various malignancies [11]. 

 

MAGE-A  
 

MAGE-A belongs to the type I melanoma antigen gene family, 

and it is associated with different cancer types. MAGE-A1 was 

the first identified human tumor antigen [12]. It interacts with 

transcriptional regulator SKIP, which in turn intervenes in 

signaling pathways involving Notch1-IC and TGF-β. SKIP can 

act as a transcription activator or repressor, it recruits a 

repression complex including HDAC. Therefore, MAGE-A1 

aids in the setting of gene expression patterns for tumor cell 

growth [13]. Moreover, MAGE‐A expression is associated with 

low survival in lung cancer patients [14], and it was also 

associated with malignant transformation in leukoplakia which is 

a precursor of oral and laryngeal squamous cell carcinoma 

despite the fact that it was not expressed in healthy oral mucosa 

[15]. MAGEA1-A3 and A12 have been shown to be expressed at 

an early stage in breast cancer [16].  

 

MAGE-A3 is expressed in bladder cancer and represents a 

candidate for cancer immunotherapy, where it is thought to have 

an anti-oncogenic effect through diminishing proliferation and 

inducing apoptosis by regulating p21 and p53 [17]. MAGE-A4 is 

overexpressed in various cancers including non-small cell lung 
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carcinoma and it is widely used for cancer vaccine therapy. It 

was identified to inhibit apoptosis via caspase-3 and P53 

interaction [18]. MAGE-A9 and MAGE-A11 are expressed in 

breast cancer and their expression was positively associated with 

estrogen receptors (ER) and HER2 expression [19]. 

 

As aforementioned, MAGE proteins proved to bind RING 

domain-containing proteins through its MHD (Melanoma 

Homology Domain). E3 ligase is a protein that recruits E2 

ubiquitin conjugating enzyme that is linked to ubiquitin, which 

in turn will transfer the ubiquitin from E2 to a protein targeted 

for degradation.  MAGE-A3/ 6-TRIM28 E3 ubiquitin ligase 

complex was found to degrade AMPKα1 resulting in 

downregulating AMPK signaling during tumorigenesis [20]. 

 

MAGE-A proteins were found to form complexes with RING 

domain proteins, such as MAGEA2/C2-TRIM28, MAGE-B18-

LNX, and MAGE-G1-NSE1 complexes [21]. The RING domain 

is a cysteine-rich domain that normally forms a cross-brace 

structure that typically coordinates two zinc ions. RING domain 

proteins are proved to be a huge E3 ubiquitin ligase family, 

which bind to and localize E2 ubiquitin-conjugating enzymes to 

substrates for ubiquitination [22]. MAGE proteins regulate the 

ubiquitin ligase activity of RING domain proteins through 

binding them and acting as scaffold to their substrates.  

 

MAGE-A2, -A3, -A6, and -C2 bound TRIM28 (also known as 

KAP1, TIF-1beta, or Krip125) were shown to downregulate the 

tumor suppressor protein p53 [23]. 

 

MAGE-B  
 

MAGE-B belongs to type I MAGE genes forming a cluster of 

four human genes. The coding regions of the MAGE-B genes 

share about 75% nucleotide identity and about 60% identity with 

those of most MAGE-A genes. MAGE-B2 is the most abundantly 

expressed member of the MAGE-B family. It has been shown to 

be overexpressed in a wide range of cancer types where it 

induces tumor growth and progression [24].  MAGE-B genes are 

expressed with relatively high frequency and specificity in 
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hepatocellular carcinoma HCC. Most HCC patients with positive 

expression of at least one member of the MAGE-B or MAGE-A 

gene family are adequate candidates to receive specific 

immunotherapy. Frequent co-expression of multiple members of 

MAGE-B and MAGE-A subfamilies provides the possibility of 

using polyvalent vaccines to achieve more effective 

immunotherapeutic results [25]. In light of its elevated 

expression in cancers, MAGEB2 is an appealing therapeutic 

target because it generates immunogenic peptides, making the 

cells susceptible to vaccination therapy in the same manner as 

MAGE-A genes. This would be particularly crucial in certain 

tumors that do not express any of the MAGE-A genes [26]. 

 

MAGE-C  
 

MAGE-C melanoma antigen family belongs to type I MAGE 

genes. MAGE-C2 and MAGE-C3 have been shown to be cancer-

related where MAGE-C2 binds KAP1, a heterochromatin protein 

that is robustly phosphorylated by ATM at Ser-824 in response 

to DNA damage. This binding increases the interaction between 

KAP1 and ATM and as a result increases KAP1 activation. 

Therefore, MAGE-C2 may enhance tumor growth through the 

enhancement of DNA damage repair [27].  

 

MAGE-C3 was shown to be a potential prognostic marker and 

therapeutic target in cancer. It promotes tumor growth by 

enhancing epithelial-mesenchymal transition and protecting 

tumors from immune surveillance [28]. MAGE-C3 plays a role 

in regulating the cytokine secretion of T cells repressing 

antitumor immunity and protecting cancer cells. Mechanistically, 

MAGE-C3 fostered IFN-γ signaling and enhanced programmed 

cell death ligand 1 (PDL1) through binding IFN-γ receptor 1 

(IFNGR1) and strengthening the interaction between IFNGR1 

and the signal transducer and activator of transcription (STAT1) 

(Figure 2). Research was conducted to verify the 

immunosuppressive function of MAGE-C3, demonstrating that 

MAGE-C3 has a higher tumorigenic potential in immune-

competent mice than in immune-deficient nude mice [29].  
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 MAGE-C2/CT10 promotes the growth of several tumors where 

it was shown to induce proliferation and metastasis in prostate 

cancer through the upregulation of c-Myc expression [30]. C-

Myc the master regulator gene of cellular metabolism and 

proliferation. 

 

MAGE- C1/CT7 is involved in the survival of myeloma cells 

where its knockdown has led to the apoptosis of malignant cells 

indicating that their expression is crucial for myeloma 

precursor’s survival [31].  

 

 
 

Figure 2: MAGE-C3 role in promotion of tumor metastasis. MAGE-C3 

enhances EMT and tumor immunosuppression by activation of PD-L1 through 

INFR signaling. 

 

MAGE-D2  
 

Melanoma associated antigen D2. The function of MAGE-D2 

remained unclear for a long time, but discovering its cellular 

localization provided the first insights into its biological role 

[32]. MAGE-D2 plays a role in the regulation, plasma membrane 

localization and function of the sodium chloride cotransporters 

SLC12A1 and SLC12A3 in the distal convoluted renal tubule. It 
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has also been shown that it plays a role in cell cycle regulation. 

In addition to these functions, MAGE-D2 proved to be closely 

related to cancer where it induces metastasis and cell adhesion of 

tumor cells and represents a promising biomarker in gastric 

tissues for malignancy of GC [33]. A significant subset of human 

tumors, such as neuroblastoma, breast and melanoma cancer 

have a low rate of p53 mutations and, thus, presumably, wild 

type p53 is inactivated via interactions with cellular negative 

regulators of p53, the p53-dissociators. Studies showed that 

MAGE-D2 interacts physically with p53 and impairs its 

transcriptional activity in human cancer cells [34], while a new 

study proved that MAGE-D2 inhibits MDM2 ligase activity 

under hypoxia [35]. This will secure P53 from Mdm2 in the 

presence of MAGE-D2. In that sense, more research should be 

done to investigate the connection between MAGE-D2 and P53 

in malignancies.  Furthermore, MAGE-D2 negatively regulates 

the expression of tumor necrosis factor-related apoptosis-

inducing ligand (TRAIL) thereby protecting melanoma cells 

from TRAIL-induced apoptosis [36].  

 

Therapeutic Approach: BiTEs, T cell Engagers 

Targeting MAGE-A  
 

A therapeutic approach to attack cancer cells through targeting 

MAGE genes was developed by APO-T. APO-T is a 

biopharmaceutical company working on the development of new 

anti-cancer treatments in Netherlands. It is focusing on the 

development of a bispecific T cell engagers (BiTEs) that target 

MAGE-A cancer antigen. These engagers will attract the T cells 

to the cancer cells expressing MAGE-A protein in the tumor 

environment. Targeting MAGE-A family members specifically 

is based on their expression in a wide range of cancer types. The 

fact that MAGE-A is not expressed on the membrane like other 

cancer markers renders this approach more interesting. This will 

protect tissues like placenta and testes that express MAGE-A and 

not MHC-1 from being attacked by these T cell engagers. 

MAGE-A proteins are degraded by proteasomes and represented 

on cell surface by human leukocyte antigen as HLA/MAGE 

derived peptide complex. APO-T BiTEs act as a linker between 

T cells and cancer cells where it binds CD3 molecule presented 
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on T cell surface to HLA/MAGE on cancer cell surface. Thus, 

these engagers only help in the attraction of immune effector 

cells to cancer microenvironment (Figure3) [36]. 

 

 
 

Figure 3: APO-T’s BiTEs facilitate removal of cancer cells by immune 

cells. APO-BITE acts as a bridge between cancer cells and T lymphocytes 

through binding CD3 molecule to HLA-MAGE complex. Biorender.com 
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Autoimmunity  

 
Immune system is a complex network of organs, tissues, cells 

and components that protect our bodies from infections by 

differentiating self from non-self-antigens. Autoimmunity results 

from the loss of tolerance to self-antigens leading to the 

production of cytokines and antibodies reacting with endogenous 

components. A disease that results from this aberrant immune 

response is known as autoimmune disease that is usually caused 

by sequestered or hidden antigens, neo antigens, cessation of 

tolerance, cross reacting antigen or loss of immune-regulation 

and genetic mutations. Autoimmunity can be divided into three 

phases: 

 

1. Initiation 

2. Propagation 

3. Resolution 

 

It is initiated by a combination of environmental and genetic 

factors. The initiation phase is also known as the asymptomatic 

phase, followed by the propagation phase, which is characterized 

by inflammation and tissue damage due to cytokines production. 

Finally, the resolution phase results from persistent struggle 

between pathogenic effector responses and their regulation 

(Figure 1) [1].  

 

Autoimmune diseases are classified mainly into localized and 

systemic reactions. Local diseases are specific to a particular 

tissue or organ, whereas systemic diseases consist of 

autoantibodies not specific to antigens found on certain tissues. 

Systemic autoimmune diseases encompass a broad spectrum of 

related diseases characterized by immune system dysregulation 

leading to an activation of immune cells, which in turn attack 

autoantigens and cause inappropriate inflammation and damage 

to various tissues [2].  
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Figure 1: Three major phases of autoimmune disease. Initiation phase is 

usually triggered by genetic or environmental stimulus followed by propagation 

phase characterized by cytokine production. Then this is resolved by intrinsic 

or extrinsic pathways to restore the Teff/Treg balance [1]. 

 

Kidneys and Immune System  
 

The kidneys are pairwise bean-shaped organs of the urinary 

system located retroperitoneal. The nephron, the functional unit 

of kidneys consists of the glomerulus and the attached tubule 

system. Kidneys have a variety of homoeostatic functions 

including the regulation of blood pressure, osmolality and pH. 

Kidneys also secrete some active compounds that contribute to 

immune homeostasis including calcitriol which regulates bone 

homeostasis and phagocyte function, erythropoietin which is 

induced in response to hypoxia for the purpose of regulating 

renin which in turn induces angiotensin and aldosterone that 

regulate blood pressure, electrolyte balance and extracellular 

osmolality. Thus, kidneys and immune system are closely 

related.  

 

A number of chronic kidney diseases are caused by 

immunological diseases. These immune-mediated kidney 

diseases can be distinguished into two groups. First, direct 

immune-mediated kidney diseases are caused by direct 

autoantibodies against renal antigens, with the best-studied 

example being collagen IV. Indirect immune-mediated kidney 
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diseases can be the renal consequence of systemic, immune-

complex-forming autoimmunity or can be caused by unregulated 

complement system activation. [3]. 

 

Kidneys are Frequent Targets of Autoimmunity  
 

Several studies attempted to understand the reasons why kidneys 

are frequent targets for autoimmunity, especially to injury by 

altered antibodies, immune complexes and complement factors, 

which have helped in implementing new treatments in some 

cases. 

 

Kidney’s anatomy and physiology make it more susceptible to 

distinct forms of immune-mediated injury. The renal medulla of 

the kidney is characterized by high osmolality leading to crystal 

precipitation like uric acid which is sensed by the inflammasome 

that will in turn induce TH17 inflammatory response [4-5]. 

Renal autoimmunity is also triggered by antibody deposition or 

immune cell infiltration. Autoantigens are frequently of non-

renal origin and accumulate in the kidney due to the 

physiological properties of the perm-selective high-flow and 

high-pressure filtration function of the glomeruli. Circulating 

autoantigens may be deposited in glomeruli as part of circulating 

immune complexes or may become "implantable" target antigens 

due to their physicochemical properties that promote their 

fixation in glomeruli [6]. After antibody deposition, the released 

Fc (crystalline fragment) regions of antibodies recruit and 

activate inflammatory cells and trigger complement activation. 

This process leads to further cell infiltration and secretion of 

inflammatory mediators by infiltrating and endogenous cells 

particularly neutrophils, T lymphocytes, and macrophages as 

well as platelets. The local response of renal cells plays an 

important role in determining the severity of inflammation. High 

severity and/or prolonged duration leads to fibrosis and 

eventually to organ failure. Genetic factors influence the 

intensity and severity of inflammation and fibrosis [7]. 

Glomerular, tubular and vascular structures of the kidney are all 

possible targets of the autoimmune disorder. 
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Direct Immune Mediated Renal Diseases  
Anti-GBM Glomerular Basement Membrane Disease  
 

Anti-GBM disease is a form of crescentic glomerulonephritis 

(GN), associated generally with acute kidney aberrations. The 

scaffold of the glomerular basement membrane is cooperatively 

formed by type IV collagen along with other macromolecular 

attributes such as entactin, laminin and heparan sulphate 

proteoglycans (HSPGs). The building units of type IV collagen 

consist of 6 distinct alpha chains separated into 3 domains each, 

the amino terminal 7S domain, the central triple-helical domain 

and the globular non-collagenous (NC)-1 domain at the carboxyl 

terminal. The assembly of the type IV collagen trimeric structure 

is initiated by 3 NC1 domains, where the triple helical molecules 

come together as combinations of α1.α1.α2, α3.α4.α5 and 

α5.α5.α6. The combination α3.α4.α5 is restricted to kidney, 

cochlea, lungs and testes. Circulating autoantibodies recognize 

the epitope (NC)1 domain of α3(IV)NC1 encompasses residues 

198-233 as the primary interaction site which is normally hidden 

with the quaternary structure of type IV collagen [8-9-10]. 

Disclosing the epitope must be preceded by a conformational 

change which causes further conformational changes and the 

formation of antigen-antibody complex [11]. 

 

IgG primarily subtype 1 with few IgG4 are the major antibodies 

which together with the complement components harm the 

surrounding endothelial cells and podocytes, promoting immune 

cell infiltration inflammation and subsequently fibrosis 

(Figure1). Rarely, IgA or IgM will be present instead of IgG in 

anti-GBM patients [12]. 
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Figure 2: Anti-glomerular basement membrane disease pathogenesis at the 

molecular level. Anti-glomerular basement membrane Autoantibodies are 

produced in response to unknown stimulus. Antigen binding to the antibody 

activates the complement cascade, and further involvement of inflammatory 

cells leads to chronic inflammation and fibrosis [3]. Biorender.com. 

 

Structural studies defined the role of the human leukocyte 

antigen (HLA) system mediating the risk/protection in immune 

renal diseases including anti-GBM. The difference between HLA 

DR1 and HLA DR15 of the major histocompatibility MHC class 

II resides in the fashion of introducing α3135–145 to T cells, leading 

to different T cell populations. HLA DR1 produces high 

proportions of T regulatory cells which maintain tolerance in the 

periphery while HLA-DR15 expression ends in generating 

potentially damaging T helper cells observed in anti-GBM 

disease [13]. 

 

Patients presenting with severe alveolar haemorrhage are 

classified to have Good Pasture’s Syndrome where 

autoantibodies target additionally the pulmonary epitope (NC)1 



Immunology and Cancer Biology 

7                                                                                www.videleaf.com 

domain, in the alveolar basement membrane (ABM) [14]. 

Furthermore, the presence of ANCA-AAV (autoantibodies to 

neutrophil cytoplasmic antigens)-associated vasculitis was 

reported in 30% of anti-GBM cases [15-16]. 

 

Membranous Glomerulonephritis (MGN)  
 

MGN denotes a diffuse thickening of the glomerular capillary 

wall by sub-epithelial immune deposits in which the 

autoantibodies target proteins normally expressed by podocytes 

in the glomerulus. A well-known target is (PLA2R) the 

phospholipase A2 receptor (75% of the cases) [17-18]. Another 

target is thrombospondin type-1 domain-containing 7A, which 

contributes to 8-14% of MGN cases [19]. 

 

Podocytes respond by modifying their cytoskeleton and 

extruding mediators of fibrosis and proinflammatory cytokines 

which in turn activate the classical complement pathway [17]. 

Glomerular podocytes are protected from cytotoxic T 

lymphocytes (CTLs) because they are located in immune-

privileged sites. When the Bowman's capsule is destroyed in 

glomerulonephritis, podocytes become vulnerable to drainage of 

CTLs. 

 

It is worth mentioning that MGN arises as well by immune 

complex deposition consequential to a primary disease such as 

systemic lupus nephritis (SLE), infections (Malaria, Hepatitis B) 

or malignancy. Immune complex deposition on the urinary side 

of the glomerular basement membrane is the major feature of 

MGN. 

 

Anti-Tubular Basement Membrane (TBM) TIN 

Nephritis  
 

TBM-TIN is a form of progressive tubulointerstitial nephritis 

(TIN) due to autoantibody deposition and activity of autoreactive 

T cells counter to 3M-1 membrane glycoprotein [20]. This 

antigen is a novel member of the basement membrane 

glycoproteins family whose expression is restricted to the renal 

proximal tubules, ileum and moderately to epidermal and corneal 
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basement membranes. It has a dose-related effect on the 

polymerization of Laminin and its predestined polymers while it 

does not intermeddle with the polymerization of type IV 

collagen. Studies showed that it elevates the adhesion of cultured 

renal tubular cells and aortic endothelial cells [21]. Interstitial 

inflammation with extensive fibrosis and small atrophic tubules 

are often revealed by renal biopsies [22]. 

 

TIN can also be seen in primary Sjögren's syndrome (pSS), a 

systemic autoimmune disease affecting glandular epithelium and 

eliciting glomerulonephritis as a result of circulating immune 

complexes deposition. Carbonic anhydrase and the hydrogen 

transporter H1-ATPase are the prospective self-antigens as they 

exist in both renal tubules and salivary glands [23]. Furthermore, 

TIN is present with linear deposition of IgG in TBM in 70% of 

anti-GBM GN patients [24]. 

 

Plasma Membranes of Tubular and Glomerular 

Epithelial Cells (Heymann Nephritis)  
 

Two antigens were identified which associate with Heymann 

nephritis (the rat model of human membranous nephropathy). 

The main antigen, megalin is a ~600-kDa large molecule [25-26] 

located in the coated pits of tubular and glomerular epithelial 

cells and colocalizes with clathrin. It is also present in the Golgi 

apparatus, the endoplasmic reticulum, and in multivesicular 

bodies of glomerular visceral epithelial cells [27]. The 

interaction of circulating Abs with megalin leads to glomerular 

lesions manifested by proteinuria and nephrotic syndrome. 

 

Another antigen is RAP (receptor associated protein) named 

after its ability to bind to LPR/α2-macroglobulin receptor. It is 

predominant in the ER and its assembly with megalin after 

biosynthesis was proved by trafficking studies. The assembly 

remains in the Golgi during the formation of the mature 

glycoprotein which in turn proceeds to the cell surface [28]. 
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Indirect Immune Mediated Renal Disease  
 

Renal disease is a bystander prey for a systemic dysregulation of 

the immune system originated by three major mechanisms:  

-Circulating immune complex deposition 

-Defects in the alternate complement system. 

-Monoclonal immunoglobulins deposition 

-Immune complexes of several antibodies bound to their antigens 

are formed not only after infection (e.g. Streptococcus, Hepatitis 

B) but following a systemic autoimmune disease as well, where 

the target antigen in this case is another antibody (rheumatoid 

factor) [29]. Due to their size and charge, the glomerulus is an 

attracting place for these complexes to settle and potentially clog 

the filtration barrier leading to glomerular damage [17]. As a 

result, circulating immune cells in addition to kidney cells 

expressing Fc receptors are activated leading to endothelial, 

epithelial and mesangial damage of the glomerulus induced by 

secreted cytokines and vasoactive substances. The latter create a 

proinflammatory environment and further activate the classical 

complement cascade causing damage to the surrounding cells 

and eliciting further pro-inflammatory signaling [30]. 

 

IgA nephritis for example occurs by IgA deposits, mainly 

subclass IgA1, in the mesangial area leading to recurrent 

hematuria and mesangioproliferative glomerulonephritis [31]. 

IgA is normally combined with C3 and to a lower degree with 

IgG and C4 causing hypercellularity and expansion of the 

mesangial matrix. Notably, IgA1 is deposited in glomeruli in 

many diverse diseases such as HIV, dermatitis herpetiformis and 

liver cirrhosis [32]. 

 

-The alternative pathway of complement activation is based on 

the spontaneous cleavage of C3 into C3a and C3b. Factor B in 

turn is cleaved by factor D, a serine plasma protease, to generate 

a small fragment called Bb which attaches to C3b generating the 

alternative short-lived C3bBb convertase. This pathway is 

regulated by soluble complement factor H (CHF), factor I and 

cell membrane associated cofactor protein (MCP or CD46) [33]. 
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The complement pathway and its regulatory factors are closely 

involved in membranoproliferative glomerulonephritis MPGN 

pathogenesis [34]. MPGN is divided into three types based on 

the histological findings, both MPGN I (type1) and MPGN III 

(type3) are immunocomplex-mediated diseases symbolized by 

constant low C3 serum level and in some cases ~30% with the 

presence of nephritic factor (C3Nef). C3Nef extends C3bBb 

half-life and makes it less accessible to factor H and factor I 

responsible for its inactivation [35]. Other deficiencies are also 

reported involving factor H dysfunctions, dysfunctional C3 

molecules and reduced factor B levels. 

 

MPGN II (type 2) on the other hand has no association with 

immune complex deposition but is mainly triggered by the 

presence of C3NeF, or by defects of regulatory proteins, e.g. 

Factor H. Often low C3 levels are observed with normal C1q and 

C4 levels though. This disease is also known as dense-deposit 

disease (DDD) due to electron-dense deposits along the 

glomerular basement membrane GBM observed by EM [36]. 

 

MPGN causes morphological changes which can be seen by 

light microscopy represented by hypercellular glomeruli and 

proliferation of endothelial and mesangial cells evoking a lobular 

aspect of the capillary tuft. 

 

The classical diarrhea related haemolytic uraemic syndrome 

HUS is typically incited by a toxin, assembled by Shigella and 

specific enterohaemorrhagic E. coli bacteria strains, called 

Shiga-toxin. Mutations in CFH gene encoding for complement 

Factor H develop atypical non diarrhea associated HUS. At the 

microscopic level, both classical and atypical HUS are 

characterized by thrombotic microangiopathy lesions [37]. CFH 

is a fluid phase complement regulatory protein which regulates 

the alternative pathway both in the fluid phase of the human 

body and on cell surfaces. Mutations in the N-terminal domain 

promotes C3 glomerulonephritis (C3GN) by disinhibiting 

activation of C3 in the fluid phase [38] while C-terminal 

mutations impose its ability to bind to endothelial cell surfaces 

leaving them vulnerable to complement mediated lysis and 

inducing microvascular thrombosis consequently as seen in 
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aHUS [37]. Microangiopathic hemolytic anemia, 

thrombocytopenia and renal failure are the diagnostic criteria of 

aHUS. 

 

Similar lesions are present in 10% of primary anti-phospholipid 

syndrome APS [39] where the renal vascular tree is damaged due 

to loss of immune homeostasis. Circulating anti-phospholipid 

antibodies (aPLs) produce a procoagulant state, which turns into 

recurrent venous or arterial thrombosis in the presence of other 

prothrombotic factors [40]. 

 

Autoantibodies to neutrophil cytoplasmic antigens (ANCA) 

encompasses a collection of autoimmune diseases including GPA 

granulomatosis with polyangiitis _previously known as 

Wegener’s granulomatosis (WG)_, MPA microscopic 

polyangiitis, EGPA eosinophilic granulomatosis with 

polyangiitis _formerly known as Churg-Strauss syndrome 

(CSS)_ and a renal limited form characterized specifically with 

necrotizing crescentic GN [41]. 

 

Two key antigens have been identified in the granules of 

neutrophils of the above-mentioned diseases:  myeloperoxidase 

(MPO) a neutrophil cationic protein 146-kDa possesses an 

important role in the generation of oxygen radicals [42] and 

proteinase 3 (PR3) a 29-kDa glycoprotein, one of the three serine 

proteases existent in the azurophilic granules of monocytes and 

granulocytes [43]. MPO and PR3 antigens are distinguished by 

their immunofluorescence staining pattern: PR3 staining is 

cytoplasmic whereas MPO is perinuclear. Anti-PR3 antibodies 

are more common in GPA, while anti-MPO antibodies are 

strongly present in ANCA-GN and EGPA [44]. In normal 

subjects, neutrophils are activated to restore the tissue while in 

ANCA patients it turns to cause degranulation and extrusion of 

neutrophil extracellular traps (NETs). This extrusion into the 

glomerular capillaries releases ANCA associated antigens (MPO, 

PR3 and lysosome-associated membrane glycoprotein 2), which 

present attractive targets to circulating ANCA autoantibodies 

[29] that accordingly bind to cell surface-expressed ANCA 

antigens, resulting in subsequent neutrophil activation and 

inflammatory cascades that destructs the vascular endothelium. 
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Cross-linking of ANCA antigens present on the cell surface and 

Fc-gamma receptor signals were reported [45-46-47].  

 

-Renal pathologies are also closely related to monoclonal 

gammopathies termed as monoclonal gammopathies of renal 

significance (MGRS) [48]. The deposit distribution of 

paraproteins in the kidney is consistently broader to include any 

compartment of the kidney in contradiction to immune-complex 

mediated disorders where the deposits are more exclusive to 

glomeruli and extra-glomerular regions. Based on the type and 

location of the monoclonal deposits, it affects one or more 

compartments such as glomeruli, renal vasculature, tubules 

and/or interstitium [49]. Light chain cast nephropathy is a well 

described pathology from this peer. Normally, the light chains of 

monoclonal immunoglobulin are filtered easily in the 

glomerulus. However, when high concentrations are present 

which surpass the reabsorption capacity of PCT proximal 

convoluted tubule, the light chains access the TAL thick 

ascending loop of Henle. This will be followed by attachment to 

uromodulin creating casts that obstruct the tubular lumen and 

incite acute loss of renal function. The light chains are capable of 

damaging the kidney at multiple levels originating vascular 

occlusion, glomerulonephritis and renal tubular pathologies such 

as Fanconi syndrome [49-50]. 

 

Therapeutic Approaches to Address Autoimmune 

Renal Diseases  
 

Due to the fact that most GN are only partially curable 

nowadays, it is important to consider the role of autoimmunity, 

which is a major driver for chronic kidney diseases. 

 

Current treatment is based on using a set of immunosuppressive 

drugs to govern autoimmunity such as mycophenolic acid, 

cyclophosphamide and rituximab (anti-CD20 monoclonal 

antibody) [51] in addition to corticosteroids [52]. This approach 

could be lifesaving but it comprises the risk of developing 

serious infections given that the healthy lymphocytes are 

impaired along the pathological ones on top of many undesirable 
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side effects [53]. Thus, novel targeted therapies are urgently 

necessitated. 

 

- Immune antigen-antibody complexes are prominent in 

glomerular diseases and recent interventions address 

modifying/degrading the early components (IgG, IgA) of the 

inflammatory cascade. 

 

Altering IgG crystallizable fragment (Fc) glycosylation, is an 

encouraging approach [54]. The heavy chain constant region Fc 

consists of CH2 and CH3 domains which carry its key functions 

[55]. CH2 domain contains the binding sites for C1q of the 

classical complement pathway as well as FcgR leukocyte Fc 

gamma receptors on monocytes or granulocytes. The latter is 

immensely affected by the presence and the variety of sugar 

moieties at Asn297 (asparagine) of CH2 domain [56]. This idea 

was developed by imitating how Streptococcal pyogenes escape 

the immune response by secreting the endoglycosidase S 

(EndoS) to resolve the sugar moieties from the N-glycan core on 

all IgG [57]. Recombinant EndoS was able to hydrolyze glycans 

of circulating IgG in animals and showed efficiency against 

ANCA MPO vasculitis [58]. 

 

IgG sialylation is an alternative model for IgG engineering that 

engages the binding of alpha2,6 sialic acid moieties to galactose 

residues on the core glycan [59]. This idea was derived from 

administering intravenous immunoglobulin (IVIG) in immune-

deficient patients for its anti-inflammatory attributes where IVIG 

carries fully sialylated Fc. Engineering in vitro sialylated 

polyclonal or monoclonal IgG or Fc fragment multimers offers a 

considerable approach for neutralizing autoantibodies in 

autoimmune diseases [60-61]. Other studies revealed the 

possibility of bringing the terminal alpha2,6 sialic acid by an 

enzyme in the trans-Golgi sialyltransferase ST6GAL1 whose 

active form is also secreted by hepatocytes [62]. Based on that, 

fusion proteins consisting of B4GALT1 beta1,4 galactose 

transferase _to offer the sugar substrate for sialic_ and ST6GAL1 

succeeded in sialylation of endogenous IgG deposited in kidneys 

[63]. 
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IgG degradation is another strategy developed by mimicking the 

endopeptidase, called IdeS generated also by Streptococcus 

pyogenes [64] to dissociate F(ab’)2 and Fc fragments of IgG at 

the hinge region and inactivate Fc-mediated functions. The 

treatment is effective, iso-specific for IgG2a and well tolerated. 

Its administration successfully enabled HLA incompatible 

kidney transplantation [65] highlighting the promising potential 

of this approach. 

 

Following the same strategy to address IgA nephropathy, 

bacterial IgA proteases dissociate IgA similarly at the hinge 

region and iso-specific to IgA1. The aberrant glycosylated IgA1 

in serum was successfully dissolved in human serum which 

opens a new path to target the prominence IGA1 depositions 

associated with IGA nephritis [66]. 

 

- Based on the fact that IgAN is directed by gut mucosal 

autoimmunity, a new study evaluated the efficiency of 

delivering a drug to the terminal ileum in a process called 

targeted-release formulation (TRF). Budesonide was 

designed to serve this purpose with less than 10% dose 

release in the circulation led to reduction in proteinurea for 

IGAN patients [67]. 

- Complement is activated by all three classical (C1q binding 

to Fc of immune globulin), alternative and the mannose 

binding lectin pathways which coincide at activating C5 

component and thus making C5 an appealing target. 

Eculizumab is the first available high affinity humanized 

anti-C5 mAb which binds to C5 blocking its cleavage to 

prothrombotic C5a and the terminal C5b-9 complex [68]. It 

is of quite importance especially for aHUS patients who 

show intolerance for plasma fusions but the key limitations 

are its high cost, the need of intravenous infusions twice a 

month and the risk of facing terminal complement deficiency 

infections with encapsulated bacteria particularly Neisseria 

meningitides. 

 
The C5 component normally recruits neutrophils, monocytes, 

and macrophages via the C5aR [69]. Inhibiting C5 receptor by 

administering a small antagonist CCX168 orally is a new 
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approach to suppress ANCA-associated vasculitis (AAV) [70]. 

The mechanism is derived from using another inhibitor for C1 

esterase to block C1q-associated serine proteases C1s and C1r in 

the classic pathway, the consequent activation of C2, C4 in 

addition to C3 convertase generation [71]. 

 

- Other approaches concentrated on the lectin pathway since 

mannose binding lectin MBL was observed in many renal 

diseases like anti-GBM GN, IgA nephritis, MPGN, 

membranous nephropathy and lupus nephritis [72-73]. 

Circulating mannose binding lectin (MBL), ficolins and 

collectins bind to the carbohydrates on bacteria, yeast and 

other microbes promoting MBL associated serine proteases 

MASP 1,2 and/or 3 to cleave C4 [74] or directly C3 [72]. 

OMS721 is a novel MASP2 inhibitor reducing proteinurea in 

IgAN. 

- A novel intervention to reduce the severity of autoimmune 

disease is the induction of antigen-specific tolerance 

established after identifying antigen-specific T cells and the 

possibility of augmentation of inhibitory immune cell 

populations such as regulatory T cells (Treg) [13] where 

protective HLA types secure a crucial layer of tolerance 

through the actions of antigen-specific Treg cells. 

- An alternative mechanism to humoral immunity blockage is 

being tested for clinical application where B cells and 

plasma cells survival factors and/or a proliferation inducing 

ligands (APRIL) are to get blocked. Belimumab binding and 

inhibiting active soluble B cell activating factor (BAFF) is 

under inspection for clinical use in a variety of diseases, 

including membranous nephropathy, ANCA-AAV and has 

been approved in active SLE [75-76]. 

- Antigen-specific humoral responses and production of high 

affinity IgG are mediated mainly by the germinal center 

(GC) which increases in secondary lymphoid organs after 

antigen activation of T cells and B cells initiating 

differentiation to CXCR5+ ICOS+ PD-1+ CD4+ T follicular B 

helper cells (Tfh) and GC B cells [77-78]. Upon interaction 

of GC B cells and CD4+ Tfh, a class switch of IgG isotypes 

is promoted in addition to memory B cell and plasma cell 

differentiation that yield high affinity IgG [79]. IL-21, a Tfh-
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derived cytokine presented in high quantities and leads to 

GC B cell differentiation and IgG production [80-81] is the 

main target of immunotherapy. Blocking IL-21 activity by 

administering IL-21R-Fc fusion protein, anti-IL-21-receptor 

mAb or anti-IL-21 mAb managed to attenuate IgG 

autoantibody production and nephritis in murine lupus [82-

83]. 
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Introduction  
 

Cancer is an increasingly challenging global health concern. Out 

of the most commonly diagnosed cancer types in 2022, breast 

cancer, lung cancer and colorectal cancer account for 52 % of all 
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recent diagnoses in women in the United States. Breast cancer 

accounts for almost the third [1]. 

 

Breast cancer is still ahead of all causes of cancer-related deaths 

in women [2] despite the early diagnostic strategies and the 

refinement in treatment concepts [3,4]. This goes back to the fact 

that patients may eventually experience distant recurrence of the 

disease; a process called Metastasis [5]. Metastasis contributes to 

90% of deaths from breast cancer, and no efficient treatment 

modality exists at the moment that can suppress or even prevent 

metastasis. As a consequence, a further investigation of the 

processes by which cancer cells leave the primary site of the 

tumor and spread to distant organs can likely lead to the 

development of tailored treatment options as well as the 

identification of novel prognostic biomarkers [6].  

 

Activating invasion is an early step in the metastatic cascade 

where primary cancer cells breach the surrounding tissues 

(epithelial basement membrane and stromal connective tissue) 

and join the circulatory or the lymphatic system to facilitate their 

spread and colonization within the body [7,8]. In breast cancer 

like many other cancer types  (melanoma, head & neck and 

prostate cancers) cancer cells form specialized membrane 

protrusions known as invadopodia to invade tissue barriers [9]. 

Invadopodia, first described by Chen in 1989, are rosette-like 

structures that develop at the basal surface of cancer cells and are 

active sites for extracellular matrix degradation [10]. 

 

Invadopodia, similar to podosomes in normal cells [11], are 

actin-based protrusions and “hotspots” where proteolytic, 

cytoskeletal and adhesion proteins converge with key signaling 

pathways [12]. Structurally, invadopodia are composed of a 

dense F-actin core surrounded by a protein ring [13]. The F-actin 

core consists of actin filaments assembled into thick bundles by 

actin-bundling proteins such as neural Wiskott–Aldrich 

syndrome protein (N-WASp), actin-related protein 2/3 (Arp2/3) 

complex, cofilin and cortactin around which a ring of adhesive 

and scaffolding molecules like integrins, vinculin, and 

phosphorylated paxillin is formed [13-18]. In addition to that, 

many signaling molecules synergize to promote invadopodia 
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formation such as Src family kinases, tyrosine kinase adaptor 

proteins, phosphatidylinositol, and small GTPases like cdc42 

[19]. Invadopodia also constitute a repertoire of secreted and 

membrane-tethered matrix metalloproteases (MMPs), ADAM 

family members, the urokinase plasminogen activator receptor 

(uPAR) and membrane-bound serine proteases [20]. 

 

Cysteine and Glycine-Rich Protein 2 (CRP2) is a two-zinc 

binding LIM domain-containing protein that belongs to the 

cysteine-rich protein (CRP) family, a family of evolutionarily 

conserved proteins that mediate protein–protein interactions and 

are essential for cytoskeletal remodeling, development and 

transcription control [21]. In metastatic breast cancer, CRP2 is 

highly expressed, and it localizes along the protrusive actin core 

of formed invadopodium contributing to the invasiveness of 

breast cancer cells and to their spread to distant regions within 

the body [22]. In this review, we will be discussing the role of 

CRP2 in the human body and in specifically in breast cancer as 

an invadopodia actin bundling factor in addition to the possible 

therapeutic possibilities it offers.  

 

CRP2, a Molecular Definition  
CRP2 at Gene Level  
 

CSRP2, the gene encoding the LIM domain protein CRP2, 

belongs to the CSRP multigene family. The three genes in this 

family were independently isolated: CSRP1 gene was originally 

identified in human [23], CSRP2 in quail [24], and CSRP3 in rat 

and chicken [25]. In 1997, Weiskirchen et al. isolated the human 

CSRP2 (hCSRP2) homolog and determined its entire structural 

organization; hCSRP2 was mapped to the long arm of 

chromosome 12 (12q21.1) spanning a total of approximately 22 

kb and consisting of six exons of which exons 2–6 defining the 

coding region of the gene. CSRP2P, a CSRP2-related 

pseudogene, was also identified and mapped to 3q21.1. hCSRP2 

cDNA clone predicted the 193-amino-acid CRP2 protein that 

shared 96.4% amino acid sequence similarity with its avian 

homolog [26]. Additionally, CRP2 shares a high sequence 

identity with CRP1 and CRP3 but has a different spatial and 
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temporal expression pattern depending on the type of the tissue 

under consideration [27]. 

 

CRP2 at Protein Level  
 

i. CRP2 as a LIM domain containing protein: 

CRP2, a cysteine rich protein, belongs to the class of LIM 

domain proteins that have two tandemly arranged LIM domains, 

each linked to a short glycine-rich region but lack classical 

DNA-binding homeodomains [28,29].  A LIM domain (Linl-1, 

Isl-1 and Mec-3) is 50–60 amino acids in size and has two 

characteristic zinc finger domains which are separated by two 

amino acids [30]. Zinc fingers usually function as DNA binding 

sites, but research has shown that in the case of LIM domains, 

the zinc fingers function as sites for protein-protein interactions 

[30].  

ii. CRP2 as an actin cytoskeleton binding and bundling protein 

CRP2 is found to be present in both the nucleus and the 

cytoplasm. In the cytoplasm, CRP2 is associated with the actin 

cytoskeleton where it interacts with F-actin via its N-terminal 

LIM domain and glycine-rich region facilitating actin 

polymerization, crosslinking and clustering [31].  

Furthermore, numerous actin-binding proteins, such as α-actinin 

and filamin, regulate the superstructure of F-actin where they 

form a variety of actin structures including meshworks and 

networks of thick bundles. Of these actin-binding proteins, CRP2 

associates with α-actinin where a study showed that both 

molecules have close but different interacting positions with F-

actin allowing them to act cooperatively to bundle and crosslink 

actin filaments [31]. 

iii. CRP2 as a regulator of the cytoarchitecture and migration of 

vascular smooth muscle cells: 

Among the different CRPs, CRP2 is expressed mainly in 

vascular smooth muscle cells where, in addition to cytoplasmic 

roles, CRP2 has been reported to form complexes with serum 

response factor SRF and GATA transcription factors in the 

nucleus to facilitate vascular smooth muscle cell differentiation 

[32]. Normally, vascular smooth muscle cells exhibit a quiescent 

and differentiated phenotype and express proteins involved in the 

contractile functions such as smooth muscle α-actin, but after an 
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arterial injury, these cells de-differentiate and downregulate 

smooth muscle marker genes changing to a proliferative and 

migratory phenotype to manage the injury [33]. Studies showed 

that balloon or wire artery injury reduces CRP2 expression, and 

the lack of CRP2 enhanced vascular smooth muscle cell 

migration suggesting a critical role for CRP2 in the migration of 

vascular smooth muscle cells [34,35].  

 

CRP2 and Human Cancers  
 

CRP2 has been shown to play a role in the progression of various 

types of cancer. In hepatocarcinogenesis, early-stage 

hepatocellular carcinoma forms small nodules consisting of well-

differentiated cancerous tissues. These tissues may occasionally 

give rise to less differentiated cancerous tissues within the well-

differentiated tumor during its progression. Studies show that the 

upregulation of CRP2 is related to this dedifferentiation of 

hepatocellular carcinoma [36]. 

 

Another study proved that CRP2 is a downstream target of miR-

27a which is a microRNA released by gastric cancer cells in 

exosomes. CRP2 expression is inversely proportional to that of 

miR-27a in gastric cancer and its downregulation can transform 

normal fibroblasts into cancer associated fibroblasts which 

accelerate the progression of the gastric cancer [37]. 

 

In colorectal cancer, the overexpression of CRP2 increased the 

levels of E-cadherin and decreased that of vimentin, β-catenin, 

and N-cadherin. This means that CRP2 inhibits epithelial-to-

mesenchymal transition in these cells which is an important 

process in cancer invasion and metastasis. Thus, CRP2 has the 

potential to suppress the invasion and migration of colorectal 

cancer cells [38]. 

 

One study indicates that the knockdown of CRP2 promotes 

proliferation and cell cycle progression as well as drug resistance 

in acute myeloid leukemia (AML) cell lines. This knockdown 

promoted proliferation and cell cycle progression through the 

regulation of the AKT and CREB pathways. In addition to that, 

low CRP2 levels were correlated with a relatively higher 
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cumulative incidence of relapse rate and worse relapse-free 

survival rate in adults with AML [39]. 

 

CRP2 and Breast Cancer  
Clinical Relevance of CRP2 in Human Breast Cancer  
 

CRP2’s function in crosslinking actin filaments suggests that it 

contributes to the assembly of the actin-based invadopodia. 

CRP2 knockdown significantly inhibits invadopodium formation 

in aggressive breast cancer cells supports that claim [40]. As 

proof of clinical relevance to human breast cancer, microarray 

data identified CRP2 in a cluster of 14 upregulated genes 

characteristic of the highly aggressive basal-like breast 

carcinoma subtype [41]. 

 

Expression and Regulation of CRP2 in Human Breast 

Cancer Cell Lines  
 

Hypoxia is a common feature of solid tumors and the hypoxic 

tumor microenvironment is a strong driver of tumor 

aggressiveness and metastasis, and is highly associated with poor 

clinical outcomes in various cancers [42]. Hypoxia has recently 

been reported to promote the formation of the actin-rich 

membrane protrusions, invadopodia [43]. Furthermore, cis-

regulatory elements, termed hypoxia responsive elements (HRE1 

and HRE2) where identified two high-confidence HREs in the 

proximal promoter region of the gene coding for CRP2 [40]. 

These HREs are binding sites for HIF-1α which is activated by 

tumor cells in hypoxic conditions [44]. A study showed the 

effects of hypoxia on the expression of CRP2 in four breast 

cancer cell lines, including weakly invasive luminal/epithelial-

like MCF-7 and T47D (ER+, PR+), and invasive mesenchymal-

like MDA-MB-231 and Hs578T (ER−, PR−, HER2−, claudin-

low) [40]. 

 

i. In normoxic conditions: CRP2 was expressed at significant 

levels in mesenchymal-like cells whereas it was absent or 

only weakly expressed in epithelial-like cells. In addition, 

invasive cells exhibited detectable amounts of HIF-1α under 

normoxia. This can be attributed to LINK-A37which works 
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on the stabilization of HIF-1α and activation of HIF-1 

signaling in invasive breast cancer cells. This pathway may 

explain, at least to some extent, the normoxic expression of 

CSRP2 [40]. 

ii. In hypoxic conditions: there was a significant up-regulation 

of CSRP2 in all four cell lines with CRP2 protein levels 

increased by about ten times in epithelial-like cells and by 

about five times in mesenchymal-like cells, as compared to 

the respective normoxic conditions. Additionally, there was a 

significant and dramatic increase (>12 fold) in HIF-1α 

occupancy to both HREs compared to normoxic conditions 

[40]. Figure 1 shows the results from the study where HIF-

1α and CRP2 levels were elevated in hypoxic conditions 

[40]. 

 

 

 
Figure 1: Western blot analysis of CSRP2 and HIF-1α protein levels in the 4 

human breast cancer cells (T47D, MCF-7, MDA-MB-231, HS-578T) cultured 

for 24 h (A) or 48 h (B) in normoxic (N) or hypoxic (H) conditions. Short and 

long exposures for CSRP2 and HIF-1α blots are shown to better appreciate the 

differences between the cell lines (“Expos. 1” and “2”, respectively) [40]. 

 

CRP2 Enhances the Metastatic Phenotype of Breast 

Cancer Cells by promoting the Biogenesis of 

Invadopodia  
 

Invadopodia biogenesis largely relies on cytoskeletal 

rearrangements which are managed by a combination of 

lamellipodial and filopodial actin machineries [45]. The 

assembly of an actin core by the ARP2/3 complex and its 

associated regulators, such as N-WASP and cortactin, is a crucial 

step of invadopodium initiation. Invadopodium elongation is 

then promoted by the expansion of the actin core in both 

branched networks and unbranched bundles [16]. In the core, 
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actin filaments are cross-linked in thick bundles, which 

presumably focus actin polymerization-promoted force for 

protrusive activity, and stabilize invadopodia over long periods 

to optimize extracellular matrix degradation by 

metalloproteinases (MMPs) [22].  

 

CRP2, being an actin -binding protein, plays a key role in 

invadopodia biogenesis where it can change actin polymerization 

from a randomly organized meshwork of fine actin filaments 

into reticulated network of thick and long actin bundles [22]. 

CRP2 has also been proven to localize with the actin fibers in the 

invadopodia of breast cancer [22]. 

 

In invasive breast cancer, hypoxia promoted invadopodia-

mediated extracellular matrix degradation where studies showed 

that the percentage of active cells associated with local ECM 

degradation increased from about 50% in normoxia to about 

70% in hypoxia. Additionally, hypoxia induced a 5-fold increase 

in the average surface of matrix degradation [40]. The 

stimulatory effects of hypoxia were inhibited by CSRP2 

knockdown which decreased the percentage of active cells, the 

degradation index and the number of invadopodia per cell to 

values similar to those obtained for control cells in normoxia 

[40]. In support of this, the invasiveness of HIF-1α depleted 

invasive breast cancer cells was increased by CSRP2 forced 

expression under hypoxia [40]. 

 

Furthermore, even though weakly invasive breast cancer cells 

fail to promote extracellular matrix degradation, they were able 

to give rise to invadopodia precursors through CRP2 in hypoxic 

conditions [40].  

 

CRP2 Transcriptionally Activates Pro-Metastatic 

Matrix Metalloproteinases (MMPs)  
 

Extracellular matrix degradation is primarily mediated by 

metalloproteinases (MMPs) that are secreted at sites of 

invadopodia. And among secreted MMPs, the gelatinases MMP-

2 and MMP-9 are repeatedly associated with breast cancer 

progression [22]. Invasive breast cancer cells, which secrete low 
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basal levels of MMP-2 and MMP-9, have been shown to respond 

to phorbol 12-myristate 13-acetate (PMA) by secreting MMP-9 

[46].  Membrane type-1 MMP (MT1-MMP) is a membrane-

tethered MMP that catalyzes MMP-2 activation by cleavage of 

its pro-domain34, and that MMP-2 contributes to MMP-9 

activation [47]. In weakly invasive breast cancer which lacks 

MT1-MMP and can’t perform extracellular matrix degradation, 

CRP2 gave rise to invadopodium precursors in hypoxic 

conditions with increased secretion of mostly inactive, high-

molecular weight, forms of MMP-2 and MMP-9 suggesting that, 

although proteolytically inactive, these invadopodium precursors 

are mature enough for MMP secretion  [40].  

 

CRP2 as a Therapeutic Target in Breast Cancer 
Use of MMPs Inhibitors: Failed in Clinical Trials  
 

The extracellular matrix-degrading activities of MMPs in 

metastatic disease, especially in highly aggressive late-stage 

tumors with poor clinical outcome, made them an attractive 

cancer treatment target [48]. Preclinical studies testing the 

efficacy of MMP suppression in tumor models were so 

compelling that synthetic metalloproteinase inhibitors (MPIs) 

were rapidly developed and routed into human clinical trials 

[49].  

 

Early phase I clinical trials revealed that prolonged treatment 

with MPIs caused musculoskeletal pain and inflammation, 

complications not seen in preclinical models. These side effects 

were reversible after taking breaks from the medication but they 

limited MPI dosages administered in subsequent trials [49]. 

 

Phase II trials which are designed to examine efficacy were 

problematic as well, since MPIs are not cytotoxic (cells are 

killed) but rather cytostatic (cells are growth-arrested but viable). 

This meant that conventional measures of efficacy such as 

reduction in tumor size could not be used to monitor drug 

activity [49]. As a consequence of these and other issues, phase I 

trials were followed immediately by phase II/III combination 

trials without the benefit of efficacy information from smaller 

studies [49]. 
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Phase III trials are large-scale studies that evaluate efficacy in 

comparison to standard treatments. These trials examined the 

efficacy of the MPI alone versus that of cytotoxic drugs and the 

effect of an MPI, either in combination with or after treatment 

with cytotoxic drugs, compared with the effect of the cytotoxic 

drugs alone. The results of these trials have been disappointing 

and many investigators concluded that MPIs have no therapeutic 

benefit in human cancer [49]. 

 

Targeting Invadopodia as an Alternative for Blocking 

Breast Cancer Metastasis  
 

The failure of MMP inhibitor-based strategies makes targeting 

invadopodia an attractive alternative [22]. In this context, CRP2 

emerges as a new potential therapeutic target to treat metastatic 

breast cancers [22]. As mentioned before, studies have shown 

that CRP2 knockdown inhibits extracellular matrix degradation 

and MMP-9 expression and inhibits metastatic colonization [22]. 

In addition, one study found that mice lacking CRP2 are viable, 

fertile and only exhibit subtle alteration of cardiac ultrastructure 

[34]. This means that it is possible that targeting CRP2 in 

patients would only cause minor side effects [22]. 
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Introduction  
 

According to the World Health organization, Cancer is an 

umbrella term that describes many diseases that can affect 

various part of the human body where normal cells transform 

into tumor cells in a multi-stage process that generally starts with 
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pre-cancerous lesions that may lead to a malignant tumor [1]. 

This transformation occurs due to the interaction between a 

person’s genetic factors and external carcinogens which can be 

physical, chemical or biological [1]. Cancer is a leading cause of 

death worldwide with nearly 10 million deaths recorded in 2020 

[1].  

 

Lung cancer recorded 2.21 million cases in 2020 making it the 

second most common cancer after breast cancer (2.26 million 

cases). Even though lung cancer was the second most common 

cancer type in number of cases, it remains the leading cause of 

cancer related deaths worldwide with 1.8 million deaths recorded 

in 2020 alone [1]. Lung cancer has such a high mortality rate 

since it is often not diagnosed until advanced stages [2]. This is 

why early diagnosis is considered crucial for a better chance at 

surviving lung cancer, which mean screening in high-risk 

communities (e.g, smokers, exposure to fumes, oil fields, toxic 

occupational places, etc.) in addition to identifying novel 

biomarkers would prove to be key in combatting this disease [2].  

 

 
 

Figure 1: (A) distribution of new cancer cases in 2020 per different types of 

cancers with Lung cancer coming in second place. (B) Distribution of cancer-

related deaths in 2020 with Lung cancer having the most deaths [3]. 

 

p53 is a transcription factor, encoded by tumor suppressor gene 

TP53, also known as “the guardian of the genome”. In response 

to genomic stress, p53 stabilizes in the nucleus, triggering a 

transcriptional program of cell cycle arrest, DNA repair, 

senescence, autophagy and apoptosis [4]. The incidence of TP53 

mutation in small-cell lung cancer is as high as 75-90% [5]. 

Mutation inhibits the normal transcriptional activity of p53 [5]. 

Most of TP53 mutations are point mutations that result from 
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single base substitutions with some mutations, called hotspots, 

having an extremely high frequency. In particular, Arg175, 

Gly245, Arg248, Arg273, and Arg282 in the p53 DNA-binding 

domain [4]. In this article we will be discussing the malignancy 

of Lung cancer and current diagnostic tools in addition to novel 

biomarkers as the future of lung cancer detection. We will also 

discuss p53 with its mutants as a potential biomarker and an 

influential factor in lung cancer malignancy.  

 

Classification of Lung Cancer  
 

A vast diversity of morphological appearances and genetic 

aberrations has been observed within the large group of lung 

cancers, proving that this is a heterogeneous disease. Hence, lung 

cancer has been classified into multiple subgroups, with the 

broadest division made between non-small-cell lung cancer 

(NSCLC) and small cell lung cancer (SCLC) [6]. 

 

Small Cell Lung Cancer (SCLC)  
 

SCLCs are malignant tumors that account for approximately 

15% of lung cancers and can be identified through their 

neuroendocrine features [6]. SCLC has been shown to have the 

rapid growth and a high tendency to metastasize to distant sites 

of the body at early stages in the disease. After its diagnosis, 

SCLC is most commonly classified as either limited stage 

disease (LD) or extensive stage disease (ED), depending on the 

absence or presence of distant metastases where around two-

thirds of all SCLC patients are diagnosed with ED, with 

metastases commonly observed in the contralateral lung, liver, 

brain, and bones [6].  

 

In spite of the late detection of SCLCs, it is shown to have good 

initial response to chemotherapy and radiotherapy, but this 

response doesn’t last where almost all patients relapse within 6–

12 months with resistant disease [6]. Despite numerous clinical 

trials aimed to improve the therapeutic management for SCLC, 

the results didn’t lead to any positive outcomes, and, 

consequently, treatments have remained largely unchanged for 

the last 30 years [6]. 
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Non-small Cell Lung Cancer (NSCLC)  
 

NSCLC comprise about 80% to 85% of lung cancers and the 

main subtypes of are adenocarcinoma, squamous cell carcinoma, 

and large cell carcinoma. These subtypes, which arise from 

different cell types are grouped together as NSCLC because their 

treatment and prognoses are often similar [7] 

 

Adenocarcinoma is the most common type of lung cancer 

which comprises around 40% of all lung cancers. They develop 

from small airway epithelial, type II alveolar cells, which secrete 

mucus and other substances [8]. Adenocarcinoma is the most 

common type of lung cancer in smokers and nonsmokers in men 

and women regardless of their age and it tends to occur as 

peripheral lesions in the lung. They tend to grow slower than 

other types of lung cancer and have a greater chance of being 

found before it has spread outside of the lungs [9]. 

 

Squamous Cell Carcinoma comprises 25–30% of all lung 

cancer cases and it arises from early versions of squamous cells 

in the airway epithelial cells in the bronchial tubes in the center 

of the lungs. It has been shown that this subtype is strongly 

correlated with smoking [9]. 

 

Large Cell Carcinoma shows no evidence of squamous or 

glandular maturation and as a result is often diagnosed by default 

through exclusion of other possibilities. It accounts for 5–10% of 

lung cancers and often begins in the central part of the lungs, 

sometimes moving into nearby lymph nodes and into the chest 

wall as well as distant organs [9]. 

 

Other Lung Cancer Types  
 

Apart from the main groups of lung cancer, other types might 

occur. Lung carcinoid tumors are one type and they account for 

fewer than 5% of lung tumors. Other types of lung cancer such 

as adenoid cystic carcinomas, lymphomas, and sarcomas, as well 

as benign lung tumors such as hamartomas are rare but still 

might occur. And lastly, some tumors originate outside the 

respiratory system and then metastasize to the lungs. The last are 
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not lung cancer but rather another type of cancer that just moved 

to the lungs [7]. 

 

High Mortality Rate of Lung Cancer  
 

In 2018, lung cancer caused an estimated 1.8 million deaths (1.2 

million in men and 576,100 in women), accounting for 1 in 5 

cancer deaths worldwide, which made lung cancer is the leading 

cause of cancer death in men and the second-leading cause in 

women worldwide [10]. This high mortality rate is not attributed 

to lung cancer being very common but rather because lung 

cancer is often not diagnosed until the cancer is at an advanced 

stage where survival rates are dismal [10]. The five-year relative 

survival rate for all lung cancers (non-small cell lung cancer 

[NSCLC] and small cell lung cancer combined) is 19% and the 

five-year survival is higher for non-small cell lung cancer (23%) 

than small cell lung cancer (6%) [10]. 

 

Current Diagnostic Tools for Lung Cancer  
Imaging Studies  
 

Many imaging techniques can be used to diagnose and stage lung 

cancer, and in reality a combination of several imaging tools are 

used to make an accurate diagnosis [11]. 

 

Chest CT is the most common noninvasive tool used for the 

screening and staging of lung cancer where it is especially useful 

to define the size, location, and characterization of lung lesions. 

In addition, a chest CT can assess mediastinal and hilar 

lymphadenopathy, pleural effusion, and metastasis in the liver, 

adrenal glands, bone, and other parts of the thoracic cavity [11]. 

 

A low-dose chest CT (LDCT) is now being adopted for 

diagnosing lung cancer as it is able to detect small lung nodules 

leading to an earlier detection of lung cancer in comparison to a 

normal chest CT [11]. 

 

Positron Emission Tomography-CT (PET) which uses the 

uptake of the radiolabeled glucose analogue [18F]-fluoro-2-

doxyglucose by metabolically active cells, is a useful test for 
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staging lung cancer and thus deciding a treatment plan [11]. 

However, in cases of small lesions less than 1 cm in size and in 

tumors with low metabolic activity, such as in case of carcinoid 

tumors or bronchioloalveolar cell carcinoma, a false negative 

result may occur [11]. Additionally, false positives can also 

occur when inflammatory conditions, such as pneumonia or 

granulomatous disease, are present [11]. 

 

Brain Magnetic Resonance Imaging is used to diagnose brain 

metastases which are very common with lung cancer. Brain 

metastases can be detected as an early symptom in 

approximately 10% of diagnosed patients and associated with 

significant morbidity and limited survival and their presence is 

an important consideration in the selection of therapeutic agents 

and treatment modality [11]. 

 

Whole Body Bone Scintigraphy (WBBS) is useful for the 

detection of bone metastases which develop in approximately 

30% to 40% of non-small cell lung cancer (NSCLC) patients 

leading to poorer prognosis and worsen quality of life during the 

remaining life [11]. It also has a high false positive rate due to 

trauma, inflammation and degenerative change of skeletal 

system and thus, the routine use of WBBS is not recommended 

by the National Comprehensive Cancer Network guidelines [11]. 

 

Biopsy Procedures  
 

Biopsies have become indispensable for the diagnosis of lung 

cancer by confirming the presence of lung cancer cells and more 

recently for the selection of appropriate treatment by molecular 

genetic testing. Several tools for lung tissue biopsy are currently 

being used for diagnosis and staging of lung cancer, and the 

selection of the tool takes into account many factors including 

invasiveness and accuracy in addition to the location and 

characteristics of the lesion, the general condition of the patient, 

and the level of experience of the technician performing the 

examination [11]. 

 

Fiberoptic Bronchoscopy (FBS) is used to detect and biopsy 

lesions in the bronchi and up to the subsegmental bronchus since 
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FBS has a diameter of 6mm. The size and location, and visibility 

of lesion are important factors that influence the diagnostic yield 

as the diagnostic yield for FBS is low ranging from 20% to 60% 

[11]. A careful review of the patient’s anatomy should be 

performed to determine the bronchial pathway leading to the 

target lesion and the location where the sampling will be 

performed [11]. 

 

Endobronchial Ultrasound-guided Transbronchial Needle 

Aspiration (EBUS-TBNA) was introduced to identify 

mediastinal lymph node metastasis of lung cancer, and is now 

widely used for the identification and biopsy of central lesions 

that cannot be reached by FBS. The EBUS-TBNA needle is 

typically inserted through the wall of the trachea into the mass or 

the lymph node with real-time ultrasound images being done to 

confirm the position of the target lesion [11]. The diagnostic 

yield for EBUS-TBNA is high with a sensitivity of 90% and a 

negative predictive value of 93% [11]. 

 

EBUS using a Guide Sheath is a tool where a radial EBUS 

probe is used to detect peripheral lung lesions while obtaining 

the image of radial-type EBUS using a guide sheath. Biopsy 

forceps and bronchial brushes can be placed using the guide 

sheath [11]. This method is superior to FBS or EBUS since it 

allows accessing small peripheral lung lesions. Until recently, 

the diagnostic yield and safety of EBUS-GS have not been fully 

evaluated, but a larger number of studies have now shown the 

good diagnostic yield of this tool and confirmed that it is a well-

tolerated procedure [11]. 

 

Navigation Bronchoscopy is generally adopted for small 

peripheral lung lesions to increase diagnostic accuracy. This 

technique includes three stages where a CT scan is reconstructed 

and a virtual road map to the target is created as a first step. In 

the second step, an electromagnetic field is created around the 

body using sensors to overlap the virtual and the actual body 

which allows the navigation of the probe to guide it to the target 

site [11]. The diagnostic yield of this method has been found to 

range from 33% to 97% with an incidence of pneumothorax as 

the most frequent complication [11]. 
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Transthoracic Needle Aspiration Biopsy with CT Guidance 

(CT-NAB) is one of the most commonly used tools to secure 

lung tissue, and its diagnostic yield is dependent on the size of 

the target lung lesion with lung nodules over 1 to 2 cm in size 

being good candidates for CT-NAB [11]. The diagnostic yield 

for CT-NAB ranged from 77% to 94%, but this technique is 

invasive and is associated with a risk of complications including 

pneumothorax and bleeding [11]. 

 

Gun Biopsy is one type of CT-NAB that uses automated core 

biopsy needles with a biopsy gun without causing crushing 

injuries. Specimens obtained from these core biopsies increase 

the rate of definite benign disease and allow for the 

characterization of different cell types [11]. The diagnostic yield 

of core biopsies is superior to that of CT-NAB particularly in 

benign disease and specimen obtained from core biopsy is more 

suitable for immunochemical and genetic variation test 

compared to that from fine needle aspiration which is used in a 

typical CT-NAB, but it has increased associated risk of 

complications including pneumothorax and pulmonary 

hemorrhage [11]. 

 

Laboratory Tests  
 

With genomic alterations being an important cause of cancer 

initiation, growth, and progression, genomic analysis is needed 

to identify these genomic alterations and various technological 

advancements in cancer genomic analysis platforms have made 

that possible [11]. Some examples of genomic alterations that 

impact the therapeutic response in lung cancer are those that 

occur in various genetic factors such as EGFR, ALK, and ROS1 

which are currently being used as targets for lung cancer 

treatment. In addition, data regarding mutations in genes such as 

BRAF, VEGF, KRAS, RET, and MET are also being used for 

cancer treatment, in addition to immunological markers such as 

programmed cell death (PD)-1 and PD ligand 1 (PD-L1) [11]. 

 

Polymerase Chain Reaction (PCR) based Tests are used to 

find driver mutations such as EGFR which aid in the diagnosis 

of lung cancer. This is largely due to PCR allowing us to amplify 
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large amounts of DNA in vitro. Modified methods, such as PCR-

single-strand conformation polymorphism, TaqMan PCR, 

Cycleave PCR, and PCR-restriction length polymorphism among 

others are constantly being used and created to reach higher 

sensitivity than the original PCR technique [11]. 

 

Next Generation Sequencing (NGS) based Tests allow the 

quick decoding of large amounts of genetic information by 

breaking down a genome into numerous fragments, reading each 

fragment simultaneously, and finally combining the data 

obtained using bioinformatics techniques [11]. This is 

particularly needed in targeted NGS when in-depth reading is 

required and assay sensitivity is being evaluated. Targeted NGS 

panels, including those for EGFR, KRAS, BRAF, and MET, are 

widely used in lung cancer [11]. However, NGS can yield false 

negatives or positives, and therefore, additional tests such as 

fluorescence in situ hybridization or immunohistochemistry 

(IHC) for protein overexpression may improve the patients’ 

diagnosis [11]. 

 

Transcriptome Analysis is performed using an RNA 

sequencing method called microarray, which separates mRNA, 

converts it into cDNA, and analyses its sequence using NGS. 

Whole transcriptome profiles can easily be obtained. Bang et al. 

[12] conducted transcriptome analyses for 10 NSCLC patients 

which reported that genes related to the cell cycle were highly 

upregulated in lung cancer. After validating their results with 

data from Gene Expression Omnibus (GEO) and The Cancer 

Genome Atlas (TCGA) they found that MFAP4 and AGER 

genes were significantly downregulated and the SPP1 gene was 

upregulated in NSCLC, and these genes were significantly 

associated with poorer prognoses [12]. 

 

Immunohistochemistry (IHC) Tests are used in the differential 

diagnosis of adenocarcinoma and squamous carcinoma; 

neuroendocrine marker identification; driver mutation 

assessment, including that for EGFR/ALK/ROS1 and PD-

L1/PD-1 expression; and the differential diagnosis of lung cancer 

and mesothelioma [11]. 
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Biomarkers: An Early Detection Tool  
 

The demand for re-biopsy has been growing with the continuous 

development of new therapeutic modalities for lung cancer along 

with the increase in survival rates. Companion diagnostics, 

including immunochemical, genetic, and transcriptome analyses, 

for application of lung cancer therapeutic agent are associated 

with an increasing demand for a large amount of fresh tissue 

[11]. That said, performing additional invasive tests to obtain 

these fresh tissue is often not manageable, especially in patients 

who have experienced relapses during long-term anti-cancer 

treatment [11]. This is why the use of liquid biopsies like a 

simple blood draw is given high importance, as it could be used 

in lung cancer genetic, transcriptomic, and epigenetic screening 

biomarkers to determine potential high-risk subjects as a 

preliminary screening before the use of CT. Thus, early 

diagnostics using biomarkers could diagnose intermediate 

nodules identified by CT, leading to selecting subjects that need 

a surgical biopsy and saving others who do not need it [2]. For 

example, a number of single nucleotide polymorphisms (SNPs) 

have been proposed in this regard as potential biomarkers of 

constitutive genomic risk for a given individual which made 

them the focus of ongoing research when integrated with current 

clinical-epidemiological risk models for lung cancer [13].  

 

The National Institutes of Health define a biomarker as “a 

characteristic that is objectively measured and evaluated as an 

indicator of normal biological processes, pathogenic processes, 

or pharmacologic responses to a therapeutic intervention” [13]. 

The benefit of clinical decisions influenced by biomarker true 

test results must outweigh the harms of decisions based on false 

positives or negatives. In the risk management setting, a 

biomarker should minimize harm and expense without leading to 

an increase in lung cancer deaths [13]. Biomarker performance 

and accuracy depends on the intended use and current 

alternatives. A successful biomarker must supersede the current 

standard of care, be cost effective, welcomed by the community, 

and eventually demonstrate cancer control if early detection is 

the goal [13]. 
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Blood-based biomarkers provide an overview of the whole 

patient body, including the primary tumor, metastatic disease, 

immune response, and peri-tumoral stroma which makes blood 

an obvious first choice as the source of biomarker candidates for 

lung cancer screening [13]. However, sputum, bronchial lavage 

or aspirate samples, exhaled breath, or airway epithelium 

sampling are unique to lung and other respiratory tract cancers 

and can be used as potential sources of alternative biomarkers 

[13]. Figure 2 describes the different types of biomarkers and 

examples of each while also showing their phases of 

development according to a 2019 article [13]. Here are some of 

the most prominent groups of biomarkers: 

 

 
 
Figure 2: Various candidate biomarkers for lung cancer early detection from 

different origins and their phase of development [13]. 

 

Autoantibodies (AAbs) develop in response to an abnormal 

tumor antigen in some patients with lung cancer, often in the pre-

clinical phase well before symptoms appear or imaging-based 

detection is possible. They have been identified in all histologic 

types and stages of lung cancer, but autoantibody panels are 

likely to be specific but not sensitive as they are usually absent 

or found in low titers in those without cancer, but also in many 

patients with the disease [13]. In a clinical validation study 

including all lung cancer histologies and stages the panel 

performed well with 93% specificity, but only 40% sensitivity 
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[14]. Autoantibodies may find a place in clinical practice by 

improving the overall test accuracy of hybrid panels featuring 

diverse biomarkers [13].  

 

Complement Fragments like C4d which is a downstream split 

product of the classical complement pathway can be used as a 

lung cancer biomarker. This is due to lung cancer being able to 

activate the complement cascade via the classical complement 

pathway. Concentrations of C4d are increased in biological 

fluids from lung cancer patients which means testing for C4d 

levels could allow the early detection of lung cancer [13]. One 

study was able to link plasma C4d levels to increased lung 

cancer risk in a cohort of 190 asymptomatic individuals, 

including 32 patients with screening detected cancer [15]. 

 

Circulating MicroRNAs (miRNAs) reflecting tumor-host 

interactions, have emerged as potential biomarkers for cancer 

diagnosis and prognosis irrespective of tumor stage and 

mutational burden. Two studies were able to show that the use of 

the miRNA signature classifier (MSC) and the miR-Test resulted 

in a five- and four-fold reduction in the LDCT-false positive rate 

with comparable specificity (81-75%) and sensitivity (87-78%) 

[16,17]. 

 

Circulating Tumor DNA (ctDNA) is well established as a 

biomarker in advanced tumor stages, but its role in early lung 

cancer detection is still uncertain [18].  Abbosh et al. tested 96 

stage I-III NSCLC patients and reported 48% overall sensitivity, 

setting a threshold of 2 single-nucleotide variants (SNVs) where 

sensitivity ranged from 15% for stage I adenocarcinomas to 

100% for stage II-III squamous cell carcinomas [19]. Current 

efforts to develop NGS technologies in order to study ctDNA in 

the context of early detection may improve sensitivity in this 

context [13]. 

 

DNA Methylation can be used a biomarker since tumor tissue is 

characterized by global DNA hypomethylation together with 

hypermethylation of specific CpG islands in the promoter region 

of tumor-suppressor genes [13].  A study that performed 

methylation profiling of 230 tissue samples to learn cancer-
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specific methylation patterns achieved a sensitivity of 92.7% and 

a specificity of 92.8% [20]. Additionally, when they compared 

the results to 118 samples from normal individuals, the model 

achieved a specificity of 93.2% [20]. 

 

Blood Protein Profiling where measurable serum antigens have 

been identified in lung cancer patients, and panels of serum 

cancer antigens have been developed to improve diagnostic 

accuracy [13]. One panel of 3 serum proteins (CEA, CA-125, 

CYFRA 21-1) and an autoantibody (NY-ESO-1) performed well 

in a high-risk cohort with 71% sensitivity and 88% specificity 

for lung cancer [21]. A clinical validation was later performed in 

a separate high-risk cohort (based on age and smoking history) 

and showed lower sensitivity (49%) but higher specificity (96%) 

[22]. 

 

Metabolomics as Biomarkers for Early 

Detection  
 

Metabolomics aims to perform a comprehensive analysis of all 

metabolites in a biological system which reveals what exactly 

takes place inside organisms due to genetic modification, 

pathophysiologic stimuli, and environmental stress [23]. 

Endogenous metabolites have a good ability to provide 

information about physiological functions and pathological 

status in detail. This allowed metabolomics to become a 

promising tool in disease biomarker screening, pathological 

mechanism interpretation, and drug efficacy evaluation [23]. The 

two main tools for metabolic profiling are NMR spectroscopy 

and MS where their improved sensitivity and resolution, as well 

as the construction of efficient and large-scale metabolite 

annotation databases, have promoted the progress of 

metabolomics [23]. Current metabolomics studies of lung cancer 

mainly focus on early-stage detection, the differentiation 

between subtypes and biomarker discovery, metabolite 

alterations in different lung cancer stages, mechanism 

exploration, and the effective therapy evaluation of lung cancer 

[23]. 
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Metabolic Alteration in Lung Cancer  
 

Previous studies have shown that many metabolic disturbances 

occur in lung cancer patients. This information is helpful for 

defining potential biomarkers [23]. Figure 3 shows the main 

metabolic pathways in lung cancer, including the tricarboxylic 

acid cycle, glycolysis, fatty acid metabolism, and amino acid 

metabolism [23]. The findings in these pathways will be 

described below. 

 

 
 
Figure 3: Map of the various pathways in lung cancer with significantly 

different metabolites23 (lC: Lung Cancer). 

 

Tricarboxylic Acid (TCA) Cycle and Glycolysis  
 

The TCA cycle and glycolysis are central pathways that provide 

energy and essential metabolic substrates for cell biosynthesis 

and maintain redox balance in cells [23]. TCA cycle dysfunction 

is involved in a wide variety of cancer diseases, one example is 
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Fan et al. which found that 13C enrichment in lactate, succinate, 

and citrate was higher in lung tumors, indicating that glycolysis 

and the TCA cycle were significantly changed in lung tumor 

tissues [24]. Another study, Davidson et al. performed metabolic 

flux analysis by using stable isotope tracing of [1,2-13C] glucose 

and [U-13C] glutamine to investigate whether glucose converts 

to lactate, and glutamine is the major source of the TCA cycle 

carbon in cancer tissue as found in cultured cell [25]. Their result 

showed that glucose converts to lactate and its contribution to the 

TCA cycle increased in lung cancer, which means that glucose is 

required for cancer formation. On the other hand, glutamine’s 

utilization was insignificant in both sides. This lead the study to 

declare that nutrients and environment are very important for the 

determination of the metabolic phenotype of cancer cells [25].  

 

The quantification of glycolytic metabolites revealed that the 

overexpression of pyruvate kinase isoform (M2) leads to an 

accumulation of glycolytic intermediates that are subsequently 

incorporated into the serine metabolism pathway. This shows 

that cancer cells offer higher concentrations of 

phosphoenolpyruvate and 3-phosphoglycerate [23]. In addition, 

Yang et al. reported that the activity of pyruvate carboxylase was 

upregulated in lung cancer which meant lung cancer cells have 

higher glycolysis [23]. 

 

Amino Acid Metabolism  
 

Tumor growth and proliferation require fluctuations in amino 

acid concentrations and their biosynthetic pathways [23]. As 

proof, an analysis of the metabolome and proteome revealed that 

glycosylation, glutaminolysis, and polyamine biosynthesis were 

increased in lung adenocarcinoma [26]. Moreover, cysteine and 

glutamic acid, which are important components of glutathione, 

are significantly increased in lung adenocarcinoma compared to 

control tissue. Additionally, many enzymes related to glutathione 

biosynthesis, glutathione recycling, heterologous biological 

metabolism, and redox balance have increased significantly [26]. 

This would mean that amino acids and their derivatives could 

serve as candidate biomarkers as these molecules are closely 

related to disease occurrence [26]. 
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Lipid Metabolism  
 

Lipids include many different types of molecule classes and have 

many important biological functions including energy 

production, cell membrane composition and acting as signaling 

molecules. This means that disrupted lipid metabolism 

contributes to the occurrence and development of many diseases 

[23].  

 

Abnormal lipid metabolism has been demonstrated in lung 

cancer where global lipidomics study was performed on early 

NSCLC, adenocarcinoma, and SCC patients and healthy 

controls. Their results suggested that some lipid species, 

including sphingomyelin, lysophosphatidylcholine (LPC), and 

fatty acid derivatives, were prominently changed and were 

associated with lung cancer progression [27]. Moreover, 

decreased choline levels in serum were observed in lung cancer; 

this is possibly related to the increased requirements of choline 

in cancer cells for proliferation due to its role as a building block 

for membrane phospholipids [28].  

 

Lung cancer pathway analysis showed that the major alteration 

was in sphingolipid metabolism, and the ROC curve analysis 

showed that glycerophosphonarachidonoyl ethanolamine and 

sphingosine could be regarded as potential biomarkers for 

diagnosis and prognosis in lung cancer [29].  

 

Dramatic alterations in lipid profiles were shown in NSCLC 

tumors, including increases in phosphatidylethanolamines (PEs) 

compared to healthy control tissue, which was shown in plasma 

of malignant nodules [23]. Moreover, the secretion of 

phosphatidylethanolamine-binding protein increased in lung 

adenocarcinoma and phosphatidylethanolamine-binding protein 

was found to be an important factor in the development and 

metastasis of cancer. PEs were found to be promising biomarkers 

for differentiation between benign and lung cancer samples [23]. 
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Role of Gain of Function TP53 in Metabolic 

Regulation in Lung Cancer  
 

The TP53 gene which is located on the short arm of chromosome 

17, encodes the tumor suppressor protein p53 and is the most 

commonly mutated gene in human cancer [30]. Wild-type p53 is 

a tetrameric transcription factor typically found at very low 

levels with a short half-life until it is activated in cases such as 

DNA damage, oncogene activation, hypoxia, oxidative stress, 

ribonucleotide depletion or nutrient deprivation [30]. The 

phosphorylation and displacement of its negative regulators 

MDM2 and MDM4 allows p53 to bind to specific response 

elements and transcriptionally activate various target genes 

including CDKN1A, BAX and PUMA, which would lead to cell 

cycle arrest, senescence, or apoptosis, depending on the cellular 

context [30]. In addition to these crucial tumor suppressive 

functions, p53 may also regulate additional cellular processes 

including inhibiting metabolic reprogramming in cancer cells, 

promoting autophagy, preventing stem cell self-renewal, limiting 

accumulation of reactive oxygen species, and tumor 

microenvironment signaling [30]. 

 

The most common somatic mutations in TP53 are single 

nucleotide missense mutations that allow production of a full-

length protein. In addition to losing their tumor suppressive 

function, some of these mutant p53 proteins can also acquire 

oncogenic gain-of-function (GOF) properties which include 

increased invasion, proliferation, and chemoresistance among 

others [30]. These mutated genes will give rise to mutated p53 

proteins where the mutations can either be structural mutations, 

affecting the folding of the p53 protein, or DNA-contact 

mutations, which affect the transcriptional activity of p53 and 

regulation of target genes [31]. In most cases, p53 mutants lose 

the ability to bind canonical p53 elements leading to the 

interaction of mutant p53 proteins with non-canonical/different 

response elements which might induce an oncogenic response 

and the properties mentioned before [31].  

 

Mutant p53 proteins are able to interact with other transcription 

factors to induce inhibitory responses such is the case of its 
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interaction with p63 transcription factors. Mutant p53 is found to 

interact with various isoforms of p63 thus inhibiting them [31]. 

Published data reported that mutant p53 increases the ability to 

develop spontaneous metastasis in mice by inhibiting p63 and 

p73 functions. This is due to the loss of p63 and/or p73 activities 

being linked to the development of spontaneous tumors and the 

capacity of cancer cells to invade other parts of the body [31]. 

 

Additionally, Mutant p53 targets other regulatory molecules 

including microRNAs such as miR-130b, miR-155 and miR-205. 

The binding of p53 to microRNAs has been associated with 

altering the stability of those molecules in addition to influencing 

crucial molecular pathways involved in invasion and metastasis 

through the modulation of transcripts such as ZEB1 and ZNF652 

[31]. 

 

Not only do mutant p53 proteins interact with multiple 

transcription factors, it can also bind and regulate the function of 

other non-transcription factor proteins. Research showed that 

mutant p53 disrupts DNA-repair mechanisms by interacting with 

the DNA nuclease MRE11 [32]. Its interaction with other 

proteins involved in cell cycle regulation such as BTG2 

modulates H-Ras, thereby enhancing oncogenic transformation 

[33]. 

 

Prominent p53 Gain of Function Mutants  
 

As mentioned before, TP53 is highly mutated in cancer patients, 

and it has been shown that most TP53 mutations are located 

within the DNA binding domain (96–293 aa) and at several 

hotspots, such as R175, R248, R273, and R282 [34]. One of the 

reasons that could explain why there are hotspot mutations in the 

TP53 gene is that different mutations might have different levels 

of impact on the function of p53, either by altering the global 

protein structure or disrupting the p53–DNA interface [34]. 

Based on the crystal structure of the p53–DNA complex, these 

hotspots can be classified as contact mutants (R248 and R273) 

which make direct contact with DNA and structural mutants 

(R175, G245, R249, and R282) which maintain the structure of 
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the DNA binding interface [34]. Various hotspots of TP53 

mutations will be discussed below: 

 

TP53 R175H Mutant  
 

The R175 hotspot is located at the zinc-binding site of tp53 near 

the DNA binding interface, which is very important to the 

maintenance of structural stability, which means that the p53-

R175H mutation causes a change in the protein structure creating 

a defective DNA binding interface. The p53-R175H loses the 

transactivating function of the wild-type p53 due to this 

defective interface [34]. 

 

However, p53-R175H gains function by many kinds of 

mechanisms. Reports showed that p53-R175H can bind to some 

DNA sequences different from the wild-type p53 response 

element and transactivate those target genes. p53-R175H can 

also interact with numerous kinds of transcription factors to 

enhance or suppress the expression of their target genes [34]. In 

addition to the previous gained functions, p53-R175H has been 

proved to be more prone to aggregations in comparison to its 

wild counterpart as it exhibits a larger hydrophobic surface area 

and higher loop flexibility than the wild p53. This allows p53-

R175H to induce coaggregation of wild-type p53 causing loss of 

function, in addition to inducing coaggregation of p63 and p73 to 

cause gain-of-functions [34]. 

 

P53-R175H has been found to promote tumor cell growth 

through inducing replication [35]. A study on lung 

adenocarcinoma has proved that this mutant p53 interacts with 

Myb, an oncogenic transcription factor, and transactivates 

replication-initiation-related genes CDC7 and DBF4, promoting 

the activity of CDC7/DBF4 complex [35]. Chromatin 

enrichment of replication initiation factors which leads to an 

increase in origin firing confirm increased CDC7‐dependent 

replication initiation in mutant p53 cells. These findings confirm 

that high CDC7 expression significantly correlates with p53 

mutational status and it predicts poor clinical outcome in lung 

adenocarcinoma patients [35]. 
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This p53 mutant can also promote tumor migration, invasion, 

and metastasis [34]. Yeudall et al. reported that in lung cancer, 

among other cancer types, p53-R175H contribute to cancer cell 

migration by increasing the expression of several CXC-

chemokines which are the inflammatory mediators that 

contribute to multiple aspects of tumorigenesis. This included 

CXCL5 which induces cell migration, CXCL8, and CXCL12 

[36]. The study also proved that the knockdown of the mutant 

p53 in lung cancer reduced CXCL5 expression and cell 

migration [36]. 

 

Furthermore, several studies reported that many chemotherapy 

treatments have progressively become ineffective for patients 

with TP53 mutations [34]. Scian et al. showed that the 

overexpression of p53-R175H in p53-null human lung-

carcinoma cells allowed the cells to become more resistant to 

common chemotherapy drug etoposide [37]. This mutant p53s 

can bind to the promoter of the NF-κB2 gene, which is involved 

in the antiapoptotic activity of cancer cells, and increase its 

expression [37]. Another study, Donzelli et al, also found that 

p53-R175H enhanced the expression of miR128-2 in lung-

carcinoma cell lines H1299 and A549 through binding to the 

promoter of its host gene ARPP21 [38]. miR128-2 is known to 

inhibit E2F5 expression which in return increases the expression 

of p21, a E2F5 target gene. This would lead p21 protein to 

localize to the cytoplasmic compartment, where it exerts an anti-

apoptotic effect by preventing pro-caspase-3 cleavage [38]. 

Therefore, p53-R175H confers lung-carcinoma cell resistance 

towards chemotherapy drugs doxorubicin, cisplatin, and 5-

fluorouracil through the miR128-2/E2F5/p21 axis [34]. 

 

Lastly, p53-R175H mutants can also alter the metabolism of lung 

cancer cells among other cancer types. p53-R175H can induce 

the translocation of GLUT1 to the cell membrane through 

increasing the expression of small GTPases RhoA and ROCK, 

resulting in the stimulation of the Warburg effect, which means 

that these cancer cells generate energy by using aerobic 

glycolysis instead of oxidative phosphorylation [39]. 
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TP53 R248Q Mutant  
 

R248 is a mutation hotspot in the DNA binding domain (DBD) 

of p53, with mutations occurring in about 4% of all cancer 

patients [40]. This makes R248Q a contact mutation that 

prevents the proper binding of mutant p53 to its supposed DNA 

binding sites [34]. The site at which R248 resides is part of p53 

that interacts with the small groove of the DNA it binds to, but 

the R248Q mutation causes changes in parts of DBD far from 

the mutation site preventing the mutant p53 from interacting 

with the major groove of DNA causing a loss of function of p53 

[40]. 

 

Apart from preventing the normal functions of p53, the p53-

R248Q mutant has been shown to enhance invasiveness of lung 

cancer cells [41]. A study compared 2 p53 mutations (R248Q 

and R248W) and found that they have similar growth activity 

p53 null lung cancer cells but p53-R248Q proved to promote 

invasiveness in lung cancer cells [41]. 

 

TP53 R273H Mutant  
 

The p53-R273H is also classified as a contact mutant since the 

mutation occurs in the DNA binding district, this leads to loss of 

function of p53 as it prevents the mutant p53 from binding to its 

target genes [34]. In addition to the loss of function, this mutant 

p53 expression can promote invasion, loss of directionality of 

migration due to this mutant’s ability to promote recycling of 

integrins and EGFR in a way that is dependent on n Rab-

coupling protein [42].  

 

P53-R273H has been shown to have similar actions as the p53-

R175H mutant. The first is its ability to promote lung cancer cell 

growth through inducing the activation of replication-initiation-

related genes CDC7 and DBF4 leading to increased CDC7‐
dependent replication [35].  this mutant p53 have been shown to 

promote chemoresistance in lung cancer much like the p53-

R273H where its overexpression in human lung-carcinoma cells 

allowed the cells to become more resistant to common 

chemotherapy drug etoposide [37].  
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TP53 R282W Mutant  
 

While other hotspots of mutations have been intensively studied, 

studies concerning p53-R282W have been relatively limited (in 

this case, R282W designates an arginine mutated to a tryptophan 

at position 282 in the p53 protein) [43]. P53-R282 is a structural 

mutant as the position of R282 plays a role in maintaining the 

structural integrity of the DNA-binding surface [43].  

 

In regards to lung cancer, p53-R282W mutant has been shown to 

exert drug-resistance function through the proteasome 

degradation pathway. Normally, wild-type p53 binds to the 

promoter of proteasome activator gene REGγ recruiting a 

corepressor SMAD3 to repress its expression but this mutant p53 

binds to the promoter of REGγ preventing SMAD3 binding, thus 

upregulating REGγ expression and causing the degradation of 

several tumor suppressors including p53, p21, and p16, leading 

to cell proliferation and drug resistance [44]. 

 

Conclusion  
 

Lung cancer has proven to be a highly malignant cancer due to 

multiple reasons and extensive research is still needed to help 

introduce new tools and biomarkers that would aid in the early 

detection of this cancer, decreasing its mortality rate. P53 has 

also shown the significant role it plays in cancer progression but 

this would open doors to new tools that can help combat lung 

cancer by using p53 as a biomarker and target for future 

therapies. 
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Innate Immune Response  
 

Immunity refers to the resistance of the body against pathogenic 

microbes, their toxins, or other kinds of foreign substances 

through the ability to distinguish self from non-self. Immune 

responses can be broadly divided into innate and adaptive [1]. 

Innate immunity represents the first line of host defense against 
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pathogens. Effectors of innate immune responses include 

epithelial barriers in the skin and mucosae, their secretion of 

antimicrobial proteins, mucus and enzymes (e.g., lysozyme in 

tears), as well as phagocytes (monocytes, macrophages and 

neutrophils) and the complement system [2]. As a result of the 

activation of cell receptors specific for microorganism molecular 

patterns, innate immune cells are able to recognize diverse 

microorganisms such as bacteria, viruses, and fungi. This set of 

germline-encoded pattern recognition receptors (PRRs) has 

evolved to detect the presence of non-self through the binding of 

highly conserved microbial molecular features known as 

pathogen associated molecular patterns (PAMPs), which are 

essential for the survival of microorganisms and therefore 

difficult for the microorganism to alter. PRRs also recognize 

molecules released by damaged cells, so called danger associated 

molecular patterns (DAMPs), or perturbations induced by 

pathogens (patterns of pathogenicity) such as bacterial pore-

forming toxins, perturbations of the cytoskeleton, and various 

types of cell stress. The engagement of PRRs leads to the 

activation of various inflammatory pathways that contribute to 

host defense. PRRs are expressed by several cell types involved 

in innate immune responses, such as monocytes, macrophages, 

dendritic cells (DCs), neutrophils and epithelial cells [3]. PRRs 

include Toll-like receptors (TLRs: transmembrane receptors), 

Nod-like receptors (NLRs: cytoplasmic sensors), RIG-I-like 

receptors (RLRs: cytoplasmic RNA helicases), and C-type lectin 

receptors (CLRs: transmembrane receptors) [2]. 

 

Inflammation is a normal physiological process which involves a 

well-organized cascade of changes within the living tissue in 

response to injury. Based on visual observation, inflammation is 

characterized by five main signs which are heat, redness, pain, 

swelling, and loss of function. These signs reflect increased 

blood flow, elevated cellular metabolism, vasodilation, release of 

soluble mediators, extravasation of fluids and cellular influx. 

Inflammation is a process that protects the host from invading 

pathogens or injury. The process dissipates after a short or long 

period of time, resulting in acute or chronic inflammation, 

respectively [4]. Inflammation requires a great amount of 

metabolic energy and can result in tissue damage and 
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destruction. Therefore, control mechanisms over the termination 

of inflammation are required [5]. Chronic inflammation is 

usually caused by persistent infections such as the microbes 

difficult-to-eradicate like Mycobacterium tuberculosis and 

Treponema pallidum, prolonged exposure to potentially toxic 

agents like silica, and monogenic and polygenic immune-

mediated inflammatory diseases. Systemic chronic inflammation 

leads to disease complications such as diabetes mellitus, chronic 

kidney disease, autoimmune disorders and cancer [6]. 

 

A key signaling pathway that leads to acute and chronic 

inflammation is through the activation of the caspase-1 

inflammasome which is assembled upon activation of certain 

nucleotide-binding domain, leucine-rich repeat containing 

proteins (NLRs), a cytoplasmic multimeric protein that causes 

the activation and the secretion of interleukins mainly Il-1b and 

Il-18 after being exposed to a stimulus [7].  

 

Inflammasomes  
 

Inflammasomes orchestrate pathogen defense and the repair 

process by activating the inflammatory response. They are 

formed after the detection of DAMPs and PAMPs by NLRs. 

Inflammasomes correspond to multi-protein complexes usually 

formed of two NLRs leading to the cleavage of the 17kDA pro-

inflammatory cytokine IL-1b, from its 31kDa precursor, pro-IL-

1B, via caspase 1 (Figure 1). This process also leads to activation 

of the IL-1 family member IL-18. Activation of the 

inflammasome is also associated with the onset of a form of cell 

death termed pyroptosis [8].  
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Figure 1: Pathway for inflammasomes activation after its stimulation. Once 

PAMPs and DAMPs are detected, inflammasomes are formed that in turns lead 

to pro-caspase1 activation. This results in IL-1b and IL-18 secretion and 

pyroptosis cell death. 

 

The name inflammasome comes from the word inflammation, 

which reflects the function of the complex, and "some", which is 

from the Greek word for body, soma. The name also reflects 

similarities with the apoptosome, which triggers apoptosis (Zou 

et al., 1999). The inflammasome can recognize a wide variety of 

dangers, both internal and external. Endogenous signals that are 

known to activate the inflammasome include uric acid, ATP and 

potassium efflux [9]. On the other hand, external signals include 

stressors derived from a diverse range of conserved molecular 

motifs that are unique to bacteria, viruses and parasites, 

exogenous chemicals and ultraviolet light.  The mechanism by 

which these signals are detected has yet to be fully elucidated for 

the majority of inflammasomes. The core structure of all 

inflammasomes is caspase-1, a variety of other proteins co-

assemble with procaspase-1 to bring about its activation. Many, 

but not at all inflammasomes, have a member of the nucleotide-

binding domain and leucine-rich repeat containing (NLR) gene 
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23 Like Family [10]. The production of IL-1B and IL-18 by the 

inflammasome is one of the first lines of defense against tissue 

damage and pathogen invasion. The inflammasome clinical 

importance exceeds infectious diseases, where its deregulation 

can lead to numerous inflammatory disorders [11]. Examples of 

diseases associated with inflammasome deregulation include 

Multiple Sclerosis, Alzheimer’s disease, Parkinson’s disease, 

Atherosclerosis and type2 Diabetes (Guo et al., 2015). 

 

NLRPs 
 

Nucleotide-binding domain leucine-rich repeat-containing 

receptors (NLRs) regulate innate immunity by activating 

inflammatory responses in a variety of biological systems 

following the recognition of pathogen- or disease-associated 

molecular patterns in the cell cytoplasm. Twenty-two NLRs have 

been identified in humans which presents the NLR family as a 

major class of intracellular PRRs. NLRs possess three different 

domains, an N-terminal death-fold domain that directly or 

indirectly engages caspase-1, a central nucleotide-binding or 

NACHT domain, and a C-terminal leucine-rich repeat (LRR) 

domain [8]. NLRs are classified based on their N-terminal 

domain. Once activated, NLRs induce a number of signaling 

pathways such as the pro-inflammatory NF-kB (for NOD1 and 

NOD2) and the caspase-1 inflammasome (for NLRC4, NLRP3 

and NLRP1) pathways in addition to the induction of autophagy 

(NOD1, NOD2, and NLRC4) and cell death (NLRC4, NLRP3, 

and NLRP1). NLRs detect various DAMPs and PAMPs, where 

Nod1 and Nod2 recognize bacterial peptidoglycan specific 

structures, NLRC4 detects bacterial flagellin, and NLRP3 

(inflammasome triggering protein) detects molecules like ATP, 

muramyl dipeptide (MDP) bacterial toxins, viral nucleic acids, b-

amyloid fibrils and potassium efflux.  Following the detection of 

PAMPs and DAMPs. NLRs activation leads to inflammasome 

assembly, through the recruitment of ASC adaptor protein 

(apoptosis-associated speck-like protein containing a CARD), 

ASC, that contains a pyrin domain (PYD) and a caspase 

activation and recruitment domain (CARD) allowing to bridge 

either a PYD or a CARD domain from the activated NLR and 

the CARD domain of pro-caspase-1 (pro-CASP1). Next, pro-
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CASP1 undergoes proximity-induced auto-proteolysis to form an 

active enzyme (CASP1) that leads to the cleavage and activation 

of inflammatory cytokines (example: IL-1β and IL-18) and 

gasdermin D (GSDMD), the N-terminal resulting from this 

cleavage induces a pro-inflammatory form of programmed cell 

death known as pyroptosis [12]. 

 

IL-18 and IL-1b  
 

Interleukin-1B (IL-1B) also known as catabolin, is a member of 

the interleukin 1 cytokine family of ligands, which also includes 

IL-1a, IL-18 and IL- 33. IL-1B is a pleiotropic cytokine that is 

involved in inflammation, cell growth, and tissue repair [13]. IL-

1B is produced by blood monocytes but also by macrophages, 

dendritic cells and a variety of other cells in the body. IL-1B 

participates in the generation of systemic and local responses to 

infection and injury by generating fever, activating lymphocytes 

and promoting leukocyte infiltration at sites of infection or 

injury. IL-1B is believed to be the major mediator of 

inflammation in the periodic fever syndromes caused by 

mutations in NLRP family genes. It has been shown that 

treatment of the patients with an IL-1 receptor antagonist (IL-

1Ra) or with anti-IL-1b neutralizing antibodies can improve their 

symptoms [14]. IL-18 induces IFN-b production and contributes 

to T-helper 1 (Th1) cell polarization.  IL-18 also regulates Th2 

and Th17 cell responses, in-addition to the activity of CD8 

cytotoxic cells and neutrophils, in a host microenvironment-

dependent manner and also boosts expression and production of 

certain cytokines, chemokines, and adhesion molecules 

(Wawrocki et al., 2016). 

 

NLRP1  
 

NLRP1 (nucleotide-binding domain leucine-rich repeat pyrin 

domain containing 1) was the first discovered PRR to form an 

inflammasome and with 1473 amino acids, human NLRP1 is the 

largest member of the family. NLPRs family members share 

three characteristic domains, the N-terminal death-fold domain 

or pyrin domain “PYD” that directly or indirectly engages 

caspase-1; the central nucleotide-binding or NACHT domain 
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made of “NAIP, CIITA, HET-E and TP-1” and the C-terminal 

leucine rich repeat LRR domain (Figure 2). NLRP1 also 

possesses two additional domains: (1) FIIND “function-to-find 

domain” that consists of ZU5 and UPA, which auto-processes 

NLRP1 into two polypeptide chains remaining non-covalently 

associated; (2) a C-terminal CARD domain signaling toward 

caspase-1 activation. Binding to a ligand causes NLRP1 self-

oligomerization in a manner that is dependent on auto-

proteolytic cleavage within the FIIND domain. Due to the poor 

conservation between mice and human, the molecular 

mechanisms for its activation and the resulting downstream 

events are still poorly understood. NLRP1 inflammasome stimuli 

can be divided into “direct activators” such as Anthrax lethal 

toxin and Shigella Flexneri that directly cause NLRP1 activation 

through degradation of the N-terminal PYD domain, and 

“indirect activators” such as Toxoplasma gondii and VbP the 

DPP8/9 inhibitor that cause disturbances within the cell that can 

be detected by NLRP1 [15]. It is worth to mention also that 

NLRP1 acts as sensor for virus infection by being stimulated by 

long dsRNA through binding it through its LRR domain [8]. 

NLRP1 is expressed mainly by keratinocytes and fibroblasts, and 

it is the only detectable inflammasome sensor in the human skin. 

Importantly, keratinocytes but not fibroblasts express a 

functional NLRP1 inflammasome. In that sense, not only do 

keratinocytes form the outer barrier of the skin but also play a 

role of immune cells by expressing molecules and peptides 

involved in immune responses. NLRP1 is regarded as the 

principal inflammasome sensor in human keratinocytes and 

UVB radiation induces its activation, which is believed to 

underlie the induction of sunburn. Moreover, gain-of-function 

mutations of NLRP1 cause inflammatory skin syndromes. Thus, 

the detection of stress factors in the skin can lead to 

inflammation after NLRP1 activation and pro-inflammatory 

cytokine secretion. In addition, gain-of-function mutations lead 

to various skin disorders and increased risk for skin cancer. 

Therefore, pharmacological targeting of NLRP1 in epidermal 

keratinocytes represents a promising strategy for the treatment of 

patients suffering from NLRP1-dependent inflammatory skin 

disorders and cancer [16]. 
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Figure 2: Schematic representation for the different domains of NLRP1. 

NLRP1 has three characteristic domains (PYD, NACHT and LRR) in addition 

to FIND and CARD domains. 

 

NLRP1 Mutation  
 
NLRP1 PYD domain interacts with the LRR domain to maintain 

NLRP1 as an inactive monomer. In some cases, a gain-of-

function mutation on NLRP1 domains can lead to permanent 

activation and continuous secretion of interleukins in the absence 

of stimuli, thus leading to systemic chronic inflammation. When 

PYD or LRR domains are mutated, the auto-inhibitory 

mechanism is lost and NLRP1 becomes spontaneously activated 

triggering inflammasome assembly and thereby leading to 

pyroptotic cell death and IL-1 release from the initiating cells 

(Figure 3). 
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Figure 3: Gain-of-function mutations in the inflammasome sensor NLRP1 

increase susceptibility to skin cancer and unmask unique regulatory auto-

inhibition in the inflammasome [17]. 

 

IL-1 triggers the release of other inflammatory cytokines and 

growth factors such as TNFα and KGF from surrounding cells 

including neighboring keratinocytes and fibroblasts. A paracrine 

pro-inflammatory environment is created triggering epidermal 

hyperplasia and keratoacanthoma formation. Unresolved 

inflammation over years facilitates acquisition of additional 

oncogenic mutations and promotes malignant transformation 

toward SCC development. These gain-of-function mutations in 

Nod like receptors (NLRs) which activate inflammasomes 

leading to cytokine secretion cause systemic auto-inflammatory 

diseases. This has shed the light into the use of targeted anti-

cytokine treatments that block interleukin signaling and help in 

the development of medicine in auto-inflammation [17]. The two 

most well-known skin disorders linked to NLRP1 mutations are 

MSPC “Multiple self-healing palmoplantar carcinoma” and the 

FKLC “Familial keratosis lichenoides chronica”. The PYD 

domain is mutated in case of MSPC and the LRR domain is 

mutated in case of FKLC (Figure 4). 
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Figure 4: Different skin disorders associated with different mutations in 

different domains of NLRP1. Each domain of NLRP1 has a unique function 

and its mutation lead to different auto-inflammatory disease. 

 

Inflammasomes and Cancer  
 

During inflammation tissues become damaged and chemicals are 

released, causing white blood cells to secrete substances that 

stimulate cell growth resulting in wound repair. Inflammation 

ceases once the injury has healed, because it is a response to a 

stimulus and the removal of a stimulus should result in its 

abatement. In chronic inflammation, the inflammatory process 

may start even if there is no injury and persist for prolonged 

periods. Gain-of-function mutations on some of NLRP1 domains 

can lead to permanent activation of inflammasomes resulting in 

continuous secretion of interleukins especially IL-1β even in the 

absence of a stimulus as in the case of systemic chronic 

inflammation. Chronic inflammation is one of the most known 

hallmarks of carcinogenesis, allowing tumor growth and 

invasion. In contrast to NLRP3, NLRP1 has not been precisely 

analyzed. It plays a role as negative regulator of malignant 

melanoma cells apoptosis, where it binds caspase 1 and 9 in 

melanoma preventing their activation by other proteins and as 

result inhibiting their mediated apoptotic pathway. In that sense, 

NLRP1 overexpression promotes melanoma progression. In 

recent years, therapies targeting inflammasomes have been 
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widely improved to overcome human diseases such as cancer, 

where much attention has been paid to the development of 

compounds that inhibit the IL-1β signaling pathways as another 

approach for inflammasome inhibition in cancer treatment. 

Using IL-1 receptor antagonist (IL-1Ra) inhibits these effects 

thereby inhibiting the proliferation of skin carcinomas [18]. For 

example, Anakinra is a recombinant human IL-1 receptor 

antagonist and is regarded as a biological agent that blocks the 

inflammatory effects of IL-1 [19]. It was observed that its 

administration causes a dramatic improvement in hyperkeratosis 

which suggests that this treatment may regulate IL-1-induced 

keratinocyte hyperplasia and potentially reduce the risk of skin 

carcinomas in patients. Other examples of available treatments 

are Nidanilimab the ILR antibody, xilonix the IL-1α blocker and 

canakinumab the IL -1b blocker (Figure 5) [20]. It is also worth 

mentioning that some melanoma cancer cells gain drug 

resistance through a complex mechanism, in which nuclear 

factor-κB (NF-κB) and interleukin-1β (IL-1β) are critical 

contributors. Because NACHT, LRR and PYD domains-

containing protein (NLRP) inflammasomes mediate IL-1β 

maturation and NF-κB activation, the role of inflammasome 

sensor NLRP1 in acquired drug resistance to temozolomide 

(TMZ) in melanoma was investigated [21]. Inflammasomes 

remain poorly understood with regards to their role in cancer 

development. Better understanding of their signaling regulation 

may help pave the way for future improvements in cancer 

prevention and treatment. 
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Figure 5: Novel IL-1 blockers used in clinical trails for cancer therapy. Xilonix 

and Canakinumab are IL-1 α monoclonal antibodies that bind to specific 

regions on their targets and prevent agonists binding to IL-1RI, thus inhibiting 

downstream signaling pathways. Nidanilimab and CSC012 are antibodies that 

prevent IL-1RAP from forming the heterotrimeric complex [20]. 
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Abstract  
 

The incidence of melanoma continues to escalate worldwide. Its 

ethology is related to cumulative genetic and environmental 

factors. However, despite the fact that various genetic mutations 

were found in metastatic and malignant melanoma, 

predispositions do not occur equally often. Mutations in BRAF, 

MAPK, and ERK were observed as landmarks for treatment 

approaches. Although a global improvement was attained, 

patients relapsed after a short period and were then diagnosed 

with a late stage of metastatic melanoma. The need to better 

understand the tumor microenvironment TME of melanoma 

became heavily crucial. Out of the cells exhibiting an 

immunosuppressive phenotype in the tumor microenvironment 

TME, are tumor-associated macrophages TAMs. The latter result 

from defects in several pathways, such as JAK/STAT network 

causing an imbalance between macrophages promoting tumor 

progression and those suppressing the tumor hence aiding the 

immune response. Comprehending the link between TAMs and 

the molecular pathways promoting its aggressive phenotype 

offers a new avenue to personalized medicine.  

 

Introduction  
 

According to US assessments, skin cancer is the most frequent 

malignancy among Caucasian populations, with about one in 

every five Americans contracting some kind of skin cancer [1]. 

Melanoma is cancer that originates from melanocytes and is the 

deadliest skin cancer that predominantly affects younger and 

middle-aged people [2].  It doesn't always emerge on the skin; it 

can also develop in the eyes, vagina, anus, sinus, and 

oropharynx, whereas only 5% of melanoma incidence occurs 

at these sites [2]. Cutaneous melanomas are characterized as 

either superficial spreading, lentigo malignant, or nodular and 

acral lentiginous [2]. Malignant melanoma is the most aggressive 

form of skin cancer, comprising 4% of all skin cancer 

occurrences but contributing to 80% of vast skin cancer 

mortality [3]. Globally, it affected 324,600 individuals in 2020, 

resulting in 57,000 deaths [4].  
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According to annual cancer status reports issued in the United 

States in 2020, the incidence of melanoma is steadily growing, 

regardless of gender [5]. Current therapies, including immune 

checkpoint treatment, targeted therapy, radiotherapy, and 

chemotherapy, have resulted in a sustained reduction in the death 

rates of melanoma (6.1% annually) [5], nonetheless treatments of 

melanoma still keep room for advancement due to drug 

resistance [6]. Various studies showed that melanoma has a large 

tumor mutational burden protecting it from immunity invasion 

[7,8]. Understanding the precise mechanism of 

immunosuppression in melanoma has indeed become crucially 

influential.  

 

The tumor microenvironment (TME) is the complex ecosystem 

in which tumor cells reside and interact with various types of 

cells [9]. The former comprises a significant role in tumor 

progression and drug resistance [10]. Many cells, including 

fibroblasts, adipocytes, and migratory hematopoietic cells, 

particularly macrophages, thrive in the tumor microenvironment. 

Evidence shows that macrophages aid in tumor progression and 

metastasis. In the tumor microenvironment, macrophages are 

educated to exhibit a restorative role that induces angiogenesis, 

matrix breakdown, and tumor-cell motility. TAMs have a focal 

role in tumor progression and metastasis [9].   

 

A network of signaling molecules, transcription factors, 

epigenetic mechanisms, and post-transcriptional regulators 

underly the distinct forms of macrophages’ activation. A 

candidate activator is the canonical JAK-STAT signaling 

pathway. Upon activation, it drifts macrophages' function toward 

the M1 phenotype or towards the M2 phenotype according to the 

transcription activated [10].  

 

While the role of myeloid cells in innate and adaptive immunity 

has been known for over 100 years, leukocyte detection in 

tumors goes back to the middle of the nineteenth century. 

Macrophage’s role in tumors was only examined recently, 

despite the fact that many malignancies are inundated with these 

cells. Normally, upon tissue damage, cells express various 

chemokines and growth factors to recruit circulating monocytes 
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to the site of impairment. Macrophages serve as an immune 

system mediator to kill pathogens and aid tissue repair. TAMs, 

on the other hand, are lured by tumor cells, and a specific 

stimulus repurposes their innate immune activity to guard against 

tumor progression. As the presence of TAMs in human cancers is 

concomitant with poor prognosis in more than 80% of studies, 

we further explore the role of TAMs in melanoma and their 

distinct stimulating molecular networks [11]. Here, we describe 

skin melanoma disease and focus on mechanisms that induce the 

immunosuppressive phenotype of TAMs and their effect on 

tumor progression and dissemination depending on emerging 

data.  

 

Skin Melanoma  
Biology of Melanoma  
 

Melanoma is the deadliest form of skin cancer. Melanocytes are 

neural crest-derived cells and can be found mainly in the basal 

epidermis and hair follicles, in addition to mucosal surfaces, 

meninges, and the choroidal layer of the eye [12]. Skin 

keratinocytes produce melanocyte-stimulating hormone (MSH), 

as a response to UV-induced DNA damage, which binds to the 

melanocortin receptor 1 (MC1R) on melanocytes, prompting 

them to generate and release melanin. The melanin pigment 

ultimately operates as a shield from UV radiation, thus 

preventing further DNA alteration [13]. However, melanin has a 

complex of anti-oxidant and pro-oxidant properties [14], and the 

conversion of melanin from an antioxidant to a pro-oxidant agent 

under the influence of various etiological factors such as UV 

radiation, heavy metals, and herbicides, marks a critical 

pathogenetic event that initiates carcinogenesis. Melanin's pro-

oxidant action causes a rise in the quantities of intracellular 

oxygen radicals, which results in damage to the melanocyte's 

DNA molecule. These mutations would result in excessive 

activation of various cell signaling pathways leading to 

uncontrolled proliferation and cancer [15]. 
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Risk Factors  
 

The risk factors for the development of melanoma are related to 

both the human body and the environment.  

 

Exposure to ultraviolet radiation is the leading risk factor for 

the development of melanoma where both natural sunlight and 

artificial lighting systems are ultraviolet radiation sources [16]. 

The UVB wavelength between 290 and 320 nm is by far the 

most carcinogenic to the skin [17]. Those UVB waves are mostly 

absorbed by the nuclear proteins and acids of melanocytes 

leading to oxidative stress, which disrupts the latter [18]. Recent 

studies concluded that intermittent exposure to sunlight is one of 

the major risk determinants for melanoma [19].  

 

Environmental factors contribute to a variation in melanoma 

incidence globally. The etiology arises from the fact that people 

residing at lower latitude are at higher risk of melanoma, where 

Australia and New Zealand record the highest incidence [20]. 

Scandinavia and Northern Europe record the highest incidence in 

Europe whereas the lowest incidence of melanoma there is in 

Eastern and Southern Europe [21]. Socioeconomic status and 

occupation impact melanoma development in individuals, 

coming from the fact that sun exposure acts as a major risk 

factor.  Individuals receiving immunosuppressive treatments, and 

patients diagnosed with immunodeficiency syndrome are more 

susceptible to melanoma progression [22].   

 

Genetic factors highly contribute to melanoma occurrence, as a 

family history of melanoma accounts for high-risk probability of 

malignancy. Mutations in various genes are the main driving 

force in melanoma as they initiate cell proliferation and cessation 

of apoptosis as a normal response to DNA damage [23].  

 

Autosomal dominant alleles were present in the familial 

inheritance of melanoma and exceeded the first generation [19]. 

NRAS is one example of genes that are particularly altered in 

15–20% of melanoma cases [24]. Another mutation is the BRAF 

gene, which occurs in about 50% of melanoma cases. BRAF 

kinase plays a role in the regulation of the signaling pathway 
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between mitogen-activated protein kinase and extracellular 

signal-regulated kinase (MAP/ERK), which controls cell 

division and differentiation. As a result, this mutation causes 

uncontrollable division of melanocytes, which culminates in the 

onset of melanoma [25]. Individuals with predispositions are 

demonstrated to develop melanoma at a younger age (40 years 

old) [22], and in such situations, medical surveillance at a young 

age might assist better prognosis. 

 

Diagnosis 
 

Physical examination requires general skin inspection. Moles 

described as the ugly ducklings exhibit a phenotype distinctive 

from other moles and are further inspected following a criteria 

covering the asymmetry, border, color, diameter, and evolution 

(ABCDEs) [26].  

 

A biopsy from the suspected skin lesion is fundamental for 

melanoma diagnosis confirmation. It’s typically performed with 

local anesthesia using 1 of 3 techniques: saucerization shave 

biopsy, punch biopsy, or narrow excision with 2-mm margins. 

The sample should assess the invasion depth (Breslow thickness) 

covering the surrounding healthy tissue as well [27]. 

 

 
 
Figure 1: Clinical illustartion of melanoma where (A) Melanoma in situ on sun 

damaged skin can exhibit few features except for irregularity of pigmentation 

and early dermato-scopy signs. (B) T1 melanomas can develop a prominent 

radial growth phase, initially growing outward, but careful examination 

demonstrates gray stippling in the area marked “C” as evidence of early 

invasion. (C) Late-stage tumors, such as this T3 lesion, have developed a 

vertical growth phase and developed a nodule in this preexisting nevus. 

Vertical growth phase and nodular components of melanomas can grow rapidly 

and are more likely to be amelanotic [26]. 
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Treatment  
 

The majority of newly diagnosed melanoma patients have an 

early-stage illness, for which surgical excision is the therapy of 

choice. Such therapy is curative in the vast majority of instances. 

[28]. However, some patients will later relapse with metastasis 

dissemination, while approximately 10% of melanoma cases are 

diagnosed at an advanced stage and are unresectable or already 

metastatic. Approximately one-third of stage IV cancers had 

visceral and brain involvement at diagnosis, which is consistent 

with a poor prognosis and a reduced likelihood of a sustained 

response to treatment [29]. 

 

In the second line of defense comes drug therapy. In cases of 

metastatic melanoma, the most efficient choice would be 

chemotherapy. Until recently, dacarbazine remains to be the 

traditional chemotherapy used with a survival rate of only 27% 

in one year. The invention of novel medications with high 

efficacy and minimal toxicity is one of the limitations of 

chemotherapeutic development. 

 

Several targeted therapies are selected to deal with melanoma 

mutations. The most promising targeted drugs are BRAF 

inhibitors, which permit excellent efficacy in patients with 

BRAF mutations. Yet, 50% of patients relapse due to secondary 

resistance only shortly after receiving the treatment. Several 

underlying mechanisms, including tumor suppressor gene PTEN 

loss, cyclin D amplification, MEK mutations, NF1 loss, and 

others, drive tumor cells to become resilient to BRAF inhibitors. 

 

The fact that many sufferers still are diagnosed at a late stage of 

the illness necessitates the development of innovative treatments 

for advanced melanoma. Melanoma cells can bypass and avoid 

the immune response attributed to their profoundly mutagenic 

nature. Tumor cells in melanoma can diminish MHC1 

expression, reducing antigen recognition by TCR on T cells. In 

addition, immune inhibitory substances such as suppressive 

cytokines, TGF-, and PGE2 are emitted [11]. 
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Another trick melanoma cells use to evade the immune response, 

is to express programmed cell protein PD1 that inhibits the 

activity of T cells hence promoting self-tolerance [11].  

 

Three Prominent types of immune-based treatments exist: cancer 

vaccines, adoptive cell therapies, and immunomodulatory 

strategies.  

 

Cancer vaccines are administered to patients in the late stages of 

melanoma. It includes sensitization of the immune system 

against tumor antigens. The tumor's capacity to evade the 

immune response is the strategy's only drawback. In light of this, 

no melanoma vaccination is authorized for clinical use [30]. 

 

Immune therapies including the administration of interleukin-2 

to promote tumor T-cells proliferation, elicited limited response 

in patients with high toxicity.  

 

Nowadays, immunotherapies showing curative effects are 

immune checkpoint inhibitors. Nivolumab and ipilimumab are 

antibodies against PD-1 and CTLA4 respectively, that can block 

the checkpoint-manipulating virulence that melanoma exhibits. 

Treatment with antibodies blocks the binding to respective 

ligands and consecutive signals that promote immune tolerance.  

Treatment with these drugs has already shown durable survival 

for up to 10 years in 20% of patients with stage IV melanoma. 

Though these tactics demonstrate remarkable progress, they have 

pitfalls such as encouraging self-tolerance, which frequently 

causes inflammation in the gastrointestinal tract, skin, and 

endocrine organs [31]. 

 

Despite the breakthrough, immunotherapeutic drugs have been 

recorded in melanoma treatment, a considerable number of 

patients still don’t benefit efficiently or develop secondary 

resistance. Conducting further research would help understand 

why patients acquire resistance after benefiting from a certain 

treatment, are there specific biomarkers that aid in choosing the 

most efficient treatment and reducing the severe side effects? 

There is no magic potion for treating melanoma, hence 

prioritizing personalized treatment. Such a treatment is initiated 
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with thorough research on tumor environment residents and 

molecular networks involved. 

 

Molecular defects in Melanoma  
 

Somatic mutations in melanoma don’t occur at the same 

frequency, but often rearise in signaling pathways responsible for 

cell proliferation, growth and metabolic, cell cycle control, cell 

identity, replicative life span, as well as those controlling 

resistance to apoptosis [32].  

 

Staring BRAF mutations in cancers lead to further interest in the 

subsequent molecular pathways. Mitogen-activated protein 

kinase (MAPK) signal transduction pathway gained focus lately 

because of the major role BRAF plays in its activation. 

Additionally, NRAS, MEK1/2, and ERK. Mutations in the G 

protein subunit alpha 11 (GNA 11) are activating, leading to the 

production of an overactive Gα11 protein that stimulates 

uncontrolled proliferation of the pigment-producing cells 

(melanocytes) in the uvea or the skin. As in cancerous tumors, 

the G protein subunit alpha q (GNAQ) gene mutations in uveal 

melanoma result in an overactive protein, which leads to 

excessive signaling. This abnormal signaling likely contributes 

to the overgrowth of cells and tumor formation [33]. 

 

As previously mentioned, despite using inhibitors of aberrant 

proteins implicated in cell cycle control, numerous melanoma 

patients still exhibit resistance against therapy. One of the 

ubiquitous features of such cases is the presence of cells 

promoting tumor growth and suppressing the immune response 

such as tumor-associated macrophages.  

 

Macrophages and Tumor Microenvironment  
 

TAMs (Tumor-Associated Macrophages) are critical to the 

development, maintenance, and eradication of cancer cells. In 

general, macrophages in the tumor microenvironment can be 

polarized into two functional states M1 and M2 macrophages. 

Classically activated macrophages, or M1 polarized 

macrophages, are those that emit pro-inflammatory and immune-
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stimulatory cytokines like interleukin 12 and 23, after being 

aroused by cytokines like interferon-gamma. M1 macrophages 

can have anti-tumoral properties, by scavenging and destroying 

phagocytosed tumor cells and stimulating helper cell type 1 

responses. M2 polarized macrophages, also known as 

alternatively activated macrophages, are activated by Interleukin 

4, 10 and 13. Most TAMs are thought to resemble M2 

macrophages. These cells play an important role in connecting 

inflammation with cancer. Expressing high levels of anti-

inflammatory cytokines, scavenging receptors, angiogenic 

factors, and proteases compared to M1 type counterparts. TAMs 

can reprogram the immunosuppressive microenvironment and 

promote the proliferation, invasion, and metastasis of tumor 

cells. They can stimulate tumor angiogenesis, and inhibit anti-

tumor immune responses mediated by T cells [34].  

 

As TAMs are mostly similar to M2 macrophages in their 

phenotypic traits, studies have demonstrated that the presence of 

TAMs is associated with poor survival in various tumor types 

[35,36]. Nevertheless, the TME is observed to contain a variety 

of macrophage subtypes, reflecting its intricacy [37]. TAMs 

participate in tumor progression by interacting with both tumor 

and other stromal cells where these tumor cells reverse the 

function of macrophages making them an adjunct to the tumor. 

This allows TAMs to promote tumor proliferation, angiogenesis, 

immune evasion, invasion, and metastasis [38]. 

 

TAMs in Melanoma  
 

Tumors are known to contain varying numbers of macrophages. 

In melanoma, the macrophage content ranges from 0 to 30% of 

the total cells of the tumor. Metastasizing melanomas, as well as 

metastatic lesions, all contain <10% of macrophages, whereas 

non-metastasizing tumors have widely varying numbers of 

macrophages [39]. The two categories of TAMs, M1 and M2, 

have opposing tumor-promoting and tumor-suppressing roles, 

this leads TAMs to playing a dual role on tumor proliferation, 

invasion and metastasis, angiogenesis, and resistance to 

treatment. 
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Regulating Tumor Proliferation, Invasion and 

Metastasis  
 

Studies showed that the increased number of M2 macrophages 

promotes melanoma growth [40], whereas the M1 polarization of 

macrophages inhibits the proliferation of melanoma [41]. Several 

reasons might lead to the polarization of one type of macrophage 

over the other. One example is macrophages deficient in integrin 

β3 inducing the polarization of the M2 macrophage phenotype 

[42]. The survival analysis of melanoma patients treated with 

isolated hepatic perfusion showed that M1 polarization was 

associated with higher overall survival of patients, due to M1 

macrophage inhibitory effects on melanoma proliferation [43]. 

 

 The increased expression of Connexin 43 which is a vital gap 

junction protein in the TME has been reported to induce M1 

polarization, which in return inhibited the invasion and migration 

of melanoma cells in vitro [44]. On the other hand, M2 

macrophages that lack tripartite motif 59 (TRIM59), which 

belongs to the TRIM family of proteins, promote the expression 

of Matrix metallopeptidase 9 (MMP-9) and mucosal vascular 

addressing cell adhesion molecule 1 (MAdCAM-1). Being 

mentioned, they are implicated in tumor migration and invasion 

[45].  

 

The ability of TAMs to communicate with other immune cells in 

the TME is intriguing [46]. For example, the nuclear factor of 

activated T cells (NFAT1) is a transcription factor that can bind 

to IL-2 and regulate its expression promoting T cell activation. It 

has also been proved to increase the infiltration of M2 

macrophages, thus promoting TAM-mediated growth and 

metastasis in melanoma [47]. 

 

Angiogenesis Alteration in Melanoma  
 

A vital process in the preparation of lymph nodes for melanoma 

metastasis would be angiogenesis [48]. Studies showed that M1 

TAMs trigger immune responses and normalize irregular tumor 

vascular networks, which sensitize cancer cells to chemotherapy 

and radiotherapy thus suppressing tumor growth [49]. On the 
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other hand, increased M2 polarization of TAMs stimulates tumor 

angiogenesis, leading to tumor progression in return [50]. This is 

attributed to the induction of endothelial cells by melanoma 

exosomes promoting the expression of Granulocyte-macrophage 

colony-stimulating factor (GM-CSF). This enhances the activity 

of hypoxia-inducible factor-2α (HIF-2α) in M2-like TAMs, 

which attenuates vascular endothelial growth factor (VEGF) 

activity by inducing the production of soluble VEGFR-1, 

promoting improved tissue and vasculature patency [48]. 

 

Resistance to Melanoma Treatment  
 

Recent studies indicate that macrophages serve a role in 

melanoma resistance, where the different phenotypes of 

macrophages either promote resistance in melanoma or improve 

the efficacy of drugs in the treatment of melanoma [51]. An 

approach that achieved durable responses hand in hand with 

immunotherapy, is targeting immune checkpoint molecules such 

as programmed cell death protein 1 (PD-1) [52], but 25% of 

patients with melanoma who have shown an objective response 

to PD-1 blockers also develop resistance [53]. This resistance is 

due to increased frequencies of M2-polarization TAMs, which 

link to the high levels of IL-34 induced by PD-1 inhibitors [54]. 

In addition, blocking the binding of G protein-coupled receptor 4 

(GPCR4) on TAMs to its ligand R-spondin 1-4 can reduce the 

polarization of M2 macrophages on one hand, and promote the 

polarization of M1 macrophages, on the other hand, further 

enhancing the efficacy of PD-1 immunotherapy in melanoma 

treatment [55]. 

 

JAK-STAT Pathway and TAMs  
 

A wide range of processes required for homeostasis and 

development in mammals are mediated by the Signal transducer 

and activator of transcription (STAT) signaling [56]. It is shown 

that STAT activation induces a myriad of cytokines and growth 

factors that drive events as varied as hematopoiesis, immune 

fitness, inflammation, tissue repair, adipogenesis, and apoptosis 

[57]. It should come as no surprise that any STAT signaling flaws 

that cause either global deregulation or overactivation cause the 
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disease to manifest and worsen [58]. . Additionally, the STAT 

family, to a large extent, regulates the distinction between 

immune responses that inhibit and those that promote cancer 

[59].  

 

The extracellular binding of numerous cytokines and other 

ligands with their corresponding transmembrane receptors results 

in the activation of receptor-bound Janus kinases (JAKs). The 

latter eventually stimulates the phosphorylation and subsequent 

homo- or heterodimerization of resting STAT monomers in the 

cytoplasm.  

 

This Cascade of events accounts for STAT activation. Activated 

STAT dimers would translocate to the nucleus and bind to 

specific target genes inducing their activation and further 

modulation of downstream targets [60]. The JAK family 

involves four kinases JAK1, JAK2, JAK3, and TYK2 [61], 

whereas the STAT protein family consists of seven members: 

STAT1, STAT2, STAT3, STAT4, STAT5A, STAT5B, and STAT6 

[61]. Several STAT members including STAT3 and STAT5 are 

linked to tumor initiation and progression while others (STAT1 

and STAT2) are integral in antitumor defense and in maintaining 

an effective and long-term immune response [56]. The STAT 

family proved to have a central role in the polarization of 

myeloid cell functions as well as in tumor progression and the 

alteration of immune response to cancer. STAT1, STAT3, and 

STAT6 orchestrate a massive role in transmitting polarizing 

signals to the nucleus and have distinct roles in macrophage 

polarization [62].  

 

Available data suggest that STAT1 acts as a tumor suppressor 

and negative regulator of tumors. Its activity is essential for the 

antiproliferative effects of interferons. In most patients with 

resistant human melanoma, the loss of STAT1 activity was 

detected [63]. The STAT1 transcription factor is essential for 

mediating melanoma cell sensitivity to various pro-apoptotic 

stimuli. One example is the ability of STAT1 to regulate the 

expression of death-receptor-4 (DR4) expression on melanoma 

cells, which could affect (TNF-related apoptosis-inducing 

ligand) TRAIL sensitivity [63]. The major event required for 
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recruiting M1- macrophages is the participation of NF-KB and 

STAT1 along with interferon regulatory factor IRF9, P53. 

Disruption in this corporation leads to M1phenotype conversion 

towards the immunosuppressive phenotype of TAMs [10]. 

Evidence indicates that STAT1 activation is essential for immune 

surveillance against tumors [64]. One study showed that mice 

deficient in either the IFN-γ receptor (signaling that activates 

STAT1) or STAT1 displayed enhanced resistance to the induction 

of tumors by methylcholanthrene [65].   

 

As it promotes distinct transcriptional patterns in response to a 

range of growth factors, cytokines, hormones, and oncogenes 

(e.g., IL6, leptin, IL12, IFNs, IL10, GCSF, prolactin, growth 

hormone, EGF, HGF, bFGF, v-Src, v-Fps, and v-Sis), the STAT3 

transcription factor is critical in this context [63].  In malignant 

cells where STAT3 activation is constitutive, this protein is a key 

mediator in promoting cell proliferation, angiogenesis, and 

apoptosis inhibition. It also activates the transcription of genes 

important for invasion and metastasis [63]. This malignant 

profile of STAT3 is exhibited by its ability to activate various 

genes responsible for tumor progressions such as c-myc and 

cyclin D1. As well as one that inhibits apoptosis (Bcl-xL, 

survivin), and promotes metastasis (matrix metalloproteinases) 

[63]. It is shown that STAT3 is constitutively activated in diverse 

tumor-infiltrating immune cells, including TAMs and its 

activation is associated with M2 macrophage polarization [10]. 

STAT3 directly induces the expression of the M2 marker CD163, 

both in macrophages and tumor cells [66]. Additionally, IL6 

inhibition of M-CSF-induced colony formation observed in 

animals is abolished in mice mutated for the gp130-STAT1/3 

signaling, suggesting that the IL6/STAT3 pathway could regulate 

macrophage homeostasis [67]. 

 

TAM-Targeting Therapies in Melanoma  
 

Given the vital role of macrophages in melanoma progression 

and several other tumors, targeting macrophages is considered a 

promising potential therapeutic strategy. This would give rise to 

two primary approaches to melanoma treatment: Conventional 

therapies, including surgery, chemotherapy, radiotherapy and 
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targeted therapy with reduced side effects on one hand, and 

reducing or reprogramming TAMs on the other [68]. The current 

TAM-related approaches for melanoma treatment include: 

 

Reducing the Number of TAMs in Melanoma: Deleting 

or Recruitment Inhibition  
 

Direct deletion of TAMs poses an attractive alternative to 

improve the prognosis of a patient with melanoma. One example 

is the colony-stimulating factor 1 receptor (CSF1R) which can 

control the differentiation, proliferation, and survival of 

macrophages [69]. It is present in the vast majority of 

macrophages and targeting it seems to be an effective method for 

depleting TAMs in tumors. Clinical trials have shown that 

targeting CSF1R or combining it with other therapies, can result 

in improved treatment outcomes for patients [68].  

 

Another approach would be reducing the number of TAMs in the 

TME by inhibiting their recruitment. One way would be 

inhibiting CCL2 which is involved in recruiting monocytes and 

giving rise to TAM expansion. This method was able to delay 

tumor progression in several experimental tumor models, 

including melanoma. Since there is a lack of evidence on 

thisstrategy, more research is recommended [70]. 

 

Activating Macrophages in Melanoma  
 

It is proven that some TAMs have antitumor effects and suppress 

tumor growth by activating immune responses while other TAMs 

promote tumors [71]. This suggests that TAMs are flexible, and 

reprogramming them to treat tumors would be a reasonable 

therapeutic approach. It was demonstrated that melanoma cells 

can block macrophage activation by suppressing toll-like 

receptor (TLR) signaling [72], hence, a clinical study tested the 

efficiency and safety of TLR7 ligands (852A) in the treatment of 

melanoma and found that combining an agonist of TLR (3M-052 

for TLR7/8), which polarizes macrophages towards a pro-

inflammatory phenotype, with a checkpoint blockade is more 

efficient than a checkpoint blockade alone in the treatment of 

B16-F10 melanomas [73]. 
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Adoptive Macrophage Therapy  
 

Adoptive cellular therapy and chimeric antigen receptor (CAR) T 

cells have achieved marked success in the treatment of 

lymphoma and leukemia, among others [74], which allows the 

possibility of using adoptive transfer of engineered active 

macrophages as a treatment for melanoma. The technique uses 

the artificial administration of special drugs, cytokines, and even 

gene editing to promote macrophages that are cytotoxic to tumor 

cells [75].  Chen et al [76] have reported that CAR-macrophages 

could be utilized as a novel immunotherapy candidate against 

solid tumors. However, this technique is far from any clinical 

application as the mechanism of action of adoptive macrophage 

therapy is not fully understood. 

 

Furthermore, the current successful trials of the monoclonal 

antibodies (mAb) acting as checkpoints inhibitors are coming to 

the surface. A recent study shows that the expression of 

(macrophage receptor with collagenous structure) MACRO 

which is a pattern recognition receptor of the class A scavenger 

receptor family, was shown to be overexpressed in TME in 

cancers with poor prognosis [34]. Expression of MACRO was 

identified in TAMs in murine melanoma TME. The former is 

promoted by the tumor and M2-polarizing cytokines [77]. 

Secondly, MACRO expression correlates to M2 TAM and EMT- 

metastasis driving gene profile in human metastatic melanoma. 

Providentially, immunotherapy targeting MACRO arrested 

tumor growth and metastasis and increased TME 

immunogenicity [77]. Overall, employing mAb to rewire TAMs 

is a viable method of treating melanoma. 

 

Conclusion  
 

In summary, melanoma is the deadliest form of skin cancer, 

showing a high risk of metastasis and resistance to available 

therapies. Seeking new prognostic markers to recognize patients 

at high risk of developing metastases became imperative. 

Exhibiting a tumor-promoting phenotype, TAMs appear to be a 

target for novel therapies. Clarifying the link between malignant 

tumors and TAMs proposes novel biomarkers for prognosis, 
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diagnosis, and therapy. Meanwhile, clear differentiation between 

M1 and M2 polarized macrophages is essential. The two types of 

macrophages exist as two extremes upon a continuum, with the 

balance being tipped one way or the other by higher or lower 

levels of cytokines in the tumor environment. Macrophages are 

plastic, therefore M1 macrophages give the respective stimuli in 

the right environment and can become more M2-like, and vice 

versa. Dissecting networks like JAK-STAT, MAPK, and the role 

of PD-1 expression could open a new window toward safe and 

subtle therapeutics against melanoma. Mechanistically, 

enhancing TME's immunogenicity by antibodies that target Tams 

specifically will liberate T cells to fight the cancer onslaught, 

which may also be helped by anti-CTLA4 therapy. These 

therapies elucidated the role performed by the immune system in 

the cancer battle. 
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Abstract  
 

With lung cancer maintaining alarming mortality rates, the clinic 

calls for sensitive cancer screening tools. This need is dire for the 

nine-out-of-ten patients experiencing the non-small cell variant 

(NSCLC) that deploys high rates of drug resistance. The concept 

of liquid biopsy is nothing short of a breakthrough in precision 

oncology. Not only did recent advancements demonstrate the 

competence of liquid biopsy technologies but also showed that 

this new paradigm is here to stay. Based on peer-reviewed 

journals and publicly available information from the industry 

leaders, this chapter depicts the state of the art of liquid biopsy in 
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NSCLC patient monitoring, the different clinical and academic 

uses, an objective view of the field, and the advancements we 

can expect to see in the coming years that will push the 

boundaries of precision medicine. 

 

Introduction  
 

Lung cancer leads cancer lethality rates causing nearly two out 

of every ten cancer deaths [2]. Non-small-cell lung cancer 

(NSCLC) presents exceptional cellular heterogeneity and a broad 

spectrum of resistance mechanisms [3]. An added problem is that 

the tumor does not relinquish reliable biomarkers that facilitate 

detection or gauge treatment efficiency. A few parameters can 

make or break patient outcomes, including detection sensitivity 

and the ability to obtain a tumor profile. But lung cancer poses 

problems in the clinic as well. The difficulty of performing tissue 

biopsy for lung cancer patients and the percentage of tumors that 

could go below the radar of imaging techniques are worrying. 

Meanwhile, doctors would still be pressed for a decision – even 

amid such uncertainty. This is when the fifteen minutes of liquid 

biopsy started. The need for biomarkers, the difficulty of 

obtaining tissue biopsy, and the inferior sensitivity of CT scans 

[4] all primed liquid biopsy to be the next gold standard. Liquid 

biopsy has the potential to coin the term ‘precision medicine.’ It 

has the power to transform the clinical workflow by 

circumventing the hurdles of traditional protocols, all the while 

improving patient outcomes, alleviating the stress and 

uncertainty of decision-making, and improving the quality of 

patient care. The past decade witnessed technical advancements 

in PCR and sequencing methods and trial output. This enhanced 

the reliability of liquid biopsy as the preferred method of 

analysis for some clinical settings and a complement to tissue 

analysis in others. But the march to the clinic is not over, and we 

are yet to see the best of liquid biopsy. This chapter depicts the 

recent advancements in liquid biopsy for NSCLC and highlights 

opportunities to push the boundaries of the field. 

 

Liquid biopsy is the analysis of body fluids for information about 

the pathological state (Figure 1). It is used in cancer as an 

alternative to tissue (solid) sampling to diagnose or follow 
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disease progression using tumor components present in body 

fluids – mainly blood. Liquid biopsy relies on the isolation and 

enrichment of tumor components from the rest of the blood, like 

isolating ctDNA from the pool of cell-free DNA (cfDNA). 

Despite tissue sampling being the gold standard for tumor 

profiling, and CT scans being the standard for detection, liquid 

biopsy has clear advantages. Compared to tissue sampling, liquid 

biopsy is non-to-minimally invasive, repeatable, requires a small 

sample volume, and provides information from all locations as 

opposed to a single locus provided by tissue biopsy. Compared 

to CT scans, it is radiation-free and more sensitive [4]. A 

growing list of tumor components can be isolated from patient 

blood, including circulating tumor DNA (ctDNA), circulating 

tumor cells (CTCs), platelets, vesicles, and RNA. Different 

isolation, enrichment, and analysis techniques are developed, and 

different outputs are drawn from each. 

 

 
 

Figure 1: Liquid biopsy illustration, adapted from Ignatiadis and colleagues 

[1]. 
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Circulating Tumor DNA (ctDNA)  
 

CtDNA analysis is the flagship product of liquid biopsy. Being 

the most established component of the tumor, sequencing and 

PCR-based assays are witnessing improvement and a high 

number of ongoing trials to demonstrate the competence of this 

parameter. Tumor DNA represents a fraction of the pool of cell-

free DNA (cfDNA) in plasma, often referred to as mutant-allele 

fraction (MAF). This fraction strikingly ranges between 0.01 and 

90% [5]. Although this proportion is parallel to the tumor load, 

patients with the same cancer type can show different MAF [6]. 

The half-life of ctDNA is just shy of two hours, making it a real-

time snapshot of the tumor profile. CtDNA is analyzed using one 

of two methodologies: polymerase chain reaction (PCR) or next 

generation sequencing (NGS) – each having its merits.  PCR-

based technologies (ddPCR, BEAMing) partition the sample and 

allow high sensitivity of detection that can reach 0.01% MAF 

[7,8]. However, PCR can only detect known mutations and is not 

suitable for high-throughput analyses nor for detecting new 

mutations. Contrarily, NGS sacrifices sensitivity for a more 

comprehensive tumor profile. NGS allows the discovery of new 

mutations in the blood of patients and high throughput screening 

of samples. Recent advancements in NGS technology allowed it 

to compete in sensitivity with PCR [24]. However, price is still 

an issue. NGS runs cost anywhere in the four-digit ballpark. 

Both approaches have clinical employment, and the choice 

depends on the clinical application. The best-case scenario 

would be having a highly sensitive, cost-effective, and fast NGS 

platform that would be one fit for all. 

 

Circulating Tumor Cells CTCs  
 

CTCs hold a versatile edge over ctDNA. With tumor cells at 

hand, both genetic and biological assessments are possible. The 

ability to capture CTCs opened more possibilities, like CTC-

derived xenografts, by expanding CTCs from patients to 

immune-compromised mice [9]. Immunohistochemical staining 

and FISH can be done on CTCs [10]. NSCLC is also known for 

the ALK rearrangements that are difficult to detect via ctDNA, 

making CTCs staining an efficient alternative [10]. Monitoring 
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patients’ CTCs is a booming field with plenty of room for 

imagination. This is evident from the capital pouring in and the 

innovation in detection, capture, enrichment, and analyses 

performed on tumor cells. Peculiarities of CTCs can be 

combined with ctDNA profiling – potentially giving birth to a 

comprehensive approach for patient monitoring, i.e., eradicating 

the need for validation using tissue biopsy. Tumor DNA and cell 

analysis holds promise for the future but is facing technical 

hurdles on its way to the clinic. Meanwhile, new players are 

emerging with the potential to complement the shortcomings of 

DNA and circulating cells. 

 

Tumor-Educated Platelets TEPs  
 

Platelets serve as a warehouse of high-quality tumor RNA 

molecules. They give direct insight into the exome of the tumor. 

Platelets are the second-most abundant cell type in blood. Robust 

isolation and purification protocols are already established. The 

tumor ‘educates’ blood platelets by an influx of information via 

vesicles that contain RNA [11]. Platelets are also proven to 

collude with CTCs: information exchange, protecting CTCs from 

the shearing forces in the blood circulation, and immune 

protection by transferring MHC I molecules to the surface of 

CTCs allowing their escape from NK cell recognition [11]. The 

relationship with tumors positions platelets as subjects for 

clinical investigation and further investment. 

 

Extracellular vesicles (Exosomes)  
 

Another way tumors thrive – and give up information – is by 

exosomal secretion. By carrying a plethora of tumor cargo 

(DNA, RNA, and proteins), vesicles provide genomic and 

metabolomic insight into tumor biology. Exosome secretion is 

exaggerated in tumors [12]. They are involved in angiogenesis, 

EMT, invasion, metastasis, immune escape, drug resistance, and 

other aspects of resistance and survival of tumors and are hot 

prospects in liquid biopsy [12,13]. Exosomes shelter their 

components and allow for supplementary ctDNA and 

RNA/miRNA analyses.   Accumulating evidence in the literature 



Immunology and Cancer Biology 

6                                                                                www.videleaf.com 

backs exosomes for being diagnostic, prognostic, and predictive 

biomarkers and another potential versatile tool in the clinic [34]. 

 

RNA Tumor Components  
 

Amid the genetic mesh, what makes the difference inside tumors 

is what is being expressed – or what is not. RNA adds this 

dimension to the clinical tumor analysis. Aside from mRNA, 

non-coding RNA molecules are slowly taking the limelight. New 

players include miRNA, circRNA, and lncRNA. MicroRNA 

(miRNA) interferes in gene expression by binding mRNA and 

preventing it from being translated into protein. Tumors avail 

miRNAs that target tumor-suppressor genes [14]. Detecting 

miRNA fragments in plasma depicts epigenetic regulation inside 

the tumor cell. Circular RNA (circRNA) audits miRNA activity 

by acting as a sponge against miRNA. Pro-tumor circRNAs are 

up-regulated in cancers to dampen miRNAs that target 

oncogenic proteins [15]. Long non-coding RNAs (lncRNAs) are 

also regulatory molecules that act on nucleic-acid binding 

proteins (e.g., histones) [16]. All three non-coding forms of RNA 

are proven to be biomarker material for lung cancers as well as 

therapeutic vehicles (circRNA and lncRNA) [17]. The 

performance of RNA molecules hinted at possible future 

employment in the early detection of lung cancers [18]. 

 

Post-enrichment sample analysis uses a variety of 

multidisciplinary technologies and platforms. For ctDNA and 

RNA, analysis requires either polymerase chain reaction or 

sequencing technologies. CTCs, platelets, and vesicles are 

versatile and can be utilized for genomic (DNA, RNA) analyses, 

morphological (shape and size), metabolomic (protein 

composition), and biological (functionality) ones [19]. 

 

Employment of liquid biopsy spans all stages of disease 

development. It can be used for the detection of the disease, 

following progression upon treatment (longitudinal follow-up), 

testing for minimal residual disease (MRD), and screening for 

resistance mechanisms and alternative drug targets [20]. 

Numerous tests and kits for ctDNA and CTCs monitoring have 

been approved by the FDA for certain cancer types. Those 
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endorsements include: Cobas, Guardant360 CDx, 

FoundationOne CDx (ctDNA), CancerSEEK (ctDNA and 

protein biomarkers), CellSearch (CTCs), and more! [21]. 

 

NSCLC Cooperativeness 
 

To detect tumor components in blood samples, they must break 

free from the tumor and enter the circulation. What constitutes 

‘cooperativeness’ is how efficiently the tumor debris makes it to 

the blood stream. Wide discrepancies in MAF are observed 

among patients [22]. This phenomenon is governed by biological 

parameters including the location of the tumor relative to the 

bloodstream, the rate of cell death, and ctDNA suppression by 

treatment. A pan-cancer study combining samples from 10,000 

patients demonstrated that both variants of lung cancer (NSCLC 

and SCLC) and pancreatic cancer showed relatively high 

detectability of ctDNA in patient blood samples [23]. Contrary to 

what was seen in more introverted tumors like renal, breast, and 

brain. Another study in a smaller cohort showed a promising 

100% detectability of ctDNA across NSCLC patients in stages 

II-IV. The sensitivity of NSCLC ctDNA detection was shown to 

be correlated to tumor size. NSCLC also exhibits detectability, 

although variable, in earlier tumor stages [24]. Concordance 

between liquid and tissue biopsy is commonly used as a 

reference [23]. The literature suggests that NGS results between 

plasma and tumor are reproducible. Therefore, discrepancies 

predominantly stem from additional information ctDNA 

uncovers – which gives plasma analysis an edge over tissue 

samples, as mentioned earlier. Gauging such numbers, especially 

in earlier stages, is crucial before pushing the diverse areas of 

employment for liquid biopsy approaches like early detection 

and minimal residual disease follow-up. 

 

State of the Art  
Early Detection  
 

Nothing holds more promise for the future of cancer diagnosis 

than a robust early detection system. Catching NSCLC in the 

‘controllable’ stages is key to improving patient outcomes. A 

2018 study used a multi-analyte test called Cancer SEEK on a 
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cohort of 1,005 patients of various cancer types. Cancer SEEK 

attempted detection of resectable cancers using both ctDNA and 

protein biomarkers. The scientists at Johns Hopkins were able to 

detect cancers with an overall 99% specificity and a 69-98% 

sensitivity. Cancer SEEK is an FDA-approved test as of 2019 

[25]. But perhaps the most promising results in NSCLC were 

delivered at Stanford University using Cancer Personalized 

Profiling by deep Sequencing (CAPP-Seq), where 100% of 

NSCLC tumors in stages II-IV were detected [24]. Like the 

Cancer SEEK blood test, combinatorial approaches add a sense 

of certainty to the test, which manifests in higher sensitivities. 

CTC analysis had a 100% concordance with tissue biopsy when 

analyzed for mutations using PCR, cell count, and single-cell-

level gene expression for molecular characterization. A 

combination of genomic and expression level analyses on CTCs 

holds the potential for circumventing the lack of biomarkers in 

NSCLC.  Positioning platelets and miRNAs as predictive 

biomarkers in NSCLC is showing encouraging returns. The best 

result was obtained in a cohort of 283 patients. Platelet-derived 

RNA-Seq was able to distinguish the 55 healthy individuals from 

the 228 patients with 96% accuracy [26]. Two other studies on 

NSCLC cohorts attempted to detect early-stage disease using 

miRNAs. The studies showed sensitivities and specificities in the 

80-90% ballpark, seemingly outperforming ctDNA in the early 

stages [27,28].  In the two ctDNA studies, NSCLC stage I 

tumors went undetected in nearly half the cases (50-60% 

sensitivity). Judging by results from two different approaches, 

this talks more about the biology of NSCLC tumors in early 

stages – Stage I NSCLC could be invisible to plasma analysis. 

This stimulates the search for other tumor components that 

improve detectability. But even when early detection falls short, 

longitudinal monitoring constantly reports significantly better 

prognosis and survival in patients with undetected ctDNA in the 

early stages compared with those who flash signs of the disease 

early [29]. Such correlation adds value to liquid biopsy by 

positioning tumor components as prognostic factors. 
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Prognosis  
 

Physicians encounter a plethora of drug resistance mechanisms, 

relapse in nearly 100% of patients, and an overwhelming number 

of options and combinations of therapeutics [30]. Predictive and 

prognostic values are capable of alleviating the stress of 

decision-making. Collecting data to establish the best therapeutic 

options has been one area of employment for liquid biopsy. This 

is achieved by demonstrating the outcomes of therapeutic 

choices and establishing a consensus for each case. All ctDNA 

assessments report better prognosis and higher survival for 

patients with undetected ctDNA. This can extend to establishing 

the predictive value of mutations. A study attempted to map the 

effect of somatic copy number variation (SCNV) on the 

therapeutic outcome using ddPCR and shallow NGS. It was 

proven that SCNV in resistance-related genes had significantly 

lower progression-free survival, overall survival, and response 

rate to Osimertinib [31]. Additionally, the EURTAC intended to 

compare the efficiency of erlotinib to chemotherapy as a first-

line treatment in NSCLC. By analyzing the cfDNA of 

participants using PCR, the trial pointed out that the presence of 

the L858R mutation marked a reduction of overall survival by 

half (13.7 vs. 27.7 months) [32]. In a cohort of NSCLC patients 

stages III to IV, the presence of fewer than 5 CTCs per blood 

sample (7.5 ml) correlated to a 2-3-fold increase in progression-

free and overall survival. CTCs were also the strongest predictor 

of overall survival in multivariate analysis [33]. Besides ctDNA 

and CTCs, smaller tumor components carry a predictive value of 

their own. Exosome-derived miRNA has been proven to induce 

resistance to cisplatin (DDP) in A549 cell lines (a lung 

adenocarcinoma cell line). A different miRNA molecule was 

shown to desensitize cells to the same chemotherapy [34]. 

Choosing chemotherapy is a tough call to make. This showcases 

an opportunity to test for either plasma exosomes or miRNA as 

prognostic factors prior to chemotherapy treatment. 

Extrapolation of such in vitro studies on patient cohorts could 

prove valuable for the prognosis of this option. 
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Tracking Changes in Tumor Profile  
 

Longitudinal follow-up is one of the most widely – and rapidly – 

adopted uses of liquid biopsy. Endorsement of plasma analysis is 

accelerating, especially in lung cancer. A liquid biopsy allows 

for baseline measurement of the tumor mutational status. This 

occurs during diagnosis and before any treatment is 

administered. One approved use of NGS is screening for EGFR 

mutations which select patients for first-line TKI treatment. 

Initial screening allows for the selection of drugs according to 

the tumor profile provided by NGS. However, this does not 

guarantee a relapse-free journey. As mentioned earlier, NSCLC 

tumors switch between resistance mechanisms to survive the 

pressure of treatment, and relapse is almost inevitable in NSCLC 

– rendering the first line of treatment inefficient. A successful 

selection of the second-line treatment warrants tracking ctDNA 

mutations and anticipating resistance mechanisms early by a 

repetitive follow-up of the tumor profile. But taking repetitive 

tissue biopsies to analyze how the tumor evolves is not feasible 

for lung cancer, and CT scans provide no genetic and molecular 

information. Meanwhile, the repeatability of liquid biopsies 

allows for constant patient surveillance. The residual disease is 

detectable in ctDNA months before light patches are visible on 

the X-ray [4,35,36]. Liquid biopsy has demonstrated its 

superiority to CT imaging in terms of sensitivity. Plasma 

analysis is now the preferred choice for clinicians for 

longitudinal follow-up of patients. Longitudinal follow-up not 

only anticipates relapse but also depicts the tumor profile and 

which mutations will amplify after the first line of treatment. 

Another example of how liquid biopsy can hedge against 

guesswork and aid decision-making is in the case of ALK 

rearrangements. Similar to EGFR, ALK is another tyrosine 

kinase driver of NSCLC. But unlike EGFR, ALK can be 

activated in two ways:  an activating mutation or a 

rearrangement in the receptor. The problem with ALK 

rearrangements is that there are no solid criteria to select the 

proper TKI treatment for ALK-positive patients. Using NGS can 

identify and quantify ALK rearrangements and mutations and 

narrow down the options for a better selection of therapeutics 
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[37]. Approval for using NGS for ALK-positive NSCLC has 

been granted [38]. 

 

Platelets are another prominent element in NSCLC research. 

Monitoring plasma mutations using RT-qPCR on platelet-

derived RNA isolated from advanced NSCLC patients surpassed 

the gold-standard FISH technique in terms of sensitivity, 

specificity, and accuracy in detecting ALK rearrangements [39]. 

 

Beyond mutations, ctDNA analysis in NSCLC can also assess 

gene changes such as loss of heterozygosity, microsatellite 

instability, and gene methylation [40-42]. All pivotal intra-tumor 

events inform clinicians about cancer behavior and allow for 

other therapy options. But perhaps the most appealing use of 

NGS is uncovering new druggable targets. This benefit was 

demonstrated in 53 patients with difficulty in tissue sampling 

who were assessed using Guradant360 NGS genotyping. 

Actionable mutations appeared in 12 patients who then received 

corresponding therapies and had significant clinical benefits 

[43]. As time passes, repetitive monitoring of patients by liquid 

biopsy adds value to precision oncology by default. One hidden 

benefit that liquid biopsy trials are accumulating is uncovering 

molecular patterns of resistance. Depending on the patient’s 

mutational status at baseline, the physician might prescribe 

Osimertinib as a first-line treatment or leave it to a possible 

second line (in case resistance emerges). One striking 

phenomenon observed in NSCLC is that frequencies of 

resistance mechanisms are different when Osimertinib is chosen 

for first-line therapy instead of a second-line – despite being the 

same drug [44]. Evaluating the molecular profile allows for 

observing a pattern in resistance mechanisms resulting from each 

choice. One example is the AURA3 trial. Researchers utilized 

the Guardant360 NGS platform to track mutational profile 

evolution as a function of Osimertinib treatment. 15% of the 

cohort in the trial acquired EGFR mutations (mainly C797S), 

while 19% showed MET receptor amplification [44]. Another 

study used ddPCR to find that the ratio of the amount of the 

T790M mutation to the EGFR activating mutation correlated 

with the response to Osimertinib [45]. 
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Without a doubt, liquid biopsy clears the fog and narrows down 

imprecision on different fronts. The field promises to cover 

tumor biology blind spots, enhance patient outcomes, and 

improve the quality of life for cancer patients. But the race to the 

clinic is far from over. Plenty of building blocks still need to be 

laid – and plenty of opportunity still exists. 

 

The Next Opportunity  
 

Both academia and the industry report an influx of innovation in 

the field, meaning liquid biopsy is shaping up by the day. 

However, the uses mentioned in Section IV are only seen in 

research and trials and not yet in the clinic. New technology 

needs more than a proof of concept to make it to the clinical 

routine. Despite being approved for several uses, especially in 

the niche of longitudinal follow-up, liquid biopsy clinical use is 

currently restricted to only a few specific cases. The IASLC 

surveyed 2537 health professionals from Asia, Europe, the US 

and Canada, Latin America, and the rest of the world [46]. The 

survey showed that cost is the main barrier to the adoption of 

ctDNA analysis (Figure 2). Money is one of many concerns of 

thought leaders in the field as liquid biopsy’s journey to the 

clinic warrants multidisciplinary efforts – and a wealth of 

opportunity. Here are some aspects of liquid biopsy that will be 

groomed in the coming years. 

 

Technology Transfer  
 

For a new paradigm to leap to the clinic, it will be molded and 

polished into a more practical form that fits the day-to-day 

clinical work. A process termed technology transfer. Technology 

transfer guarantees (1) a user-friendly interface that shortcuts the 

complexities of the academic bench work, (2) reproducibility of 

the results observed in the academic literature in the absence of 

academic expertise, (3) agile modes of operation with minimal 

training required, and (4) standard pre-analytical and analytical 

procedures. The leap to the clinic allows all user interface and 

commercialization experts in the life sciences industries to help 

push this forward. However, a prerequisite for technology 
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transfer is consensus about the protocols and workflow followed 

in the field, which is another box to check. 

 

Standardization of Procedures  
 

Discrepancies between platforms are a cause for concern. Two 

commercially available NGS platforms could yield different 

results for the same population of patients [47]. This could be 

attributed to the sample preparation process that alters the 

sample. For liquid biopsy to be reliable, it has to be reproducible. 

Hence the importance of agreement on the optimal conditions 

and best practices in all phases of sample and data processing. 

Modern healthcare still suffers from a high percentage of pre-

analytical errors to the total laboratory testing errors (62-68%) 

[48]. Blood samples are susceptible to bad storage, DNA 

degradation, and blood cells lysis diluting the pool ctDNA with 

more unwanted healthy genetic material. Such hurdles pushed 

standardizing sample handling and processing procedures to the 

top of the agenda of thought leaders. BloodPAC is an American 

initiative specialized in information transfer among stakeholders: 

academia, industry, regulatory authorities, and the public media. 

BloodPAC aims at galvanizing liquid biopsy assay adoption for 

improved patient outcomes. SPIDIA4P and SPIDIA European 

consortia address handling samples before in vitro diagnosis 

involving 10 European countries. CANCER-ID consortium 

specializes in standardizing protocols for blood-based 

biomarkers and involves partners from 13 European countries. 

The international association for the study of lung cancer 

(IASLC) is also placing liquid biopsy high on its agenda. In 2021 

the IASLC released a consensus statement with a list of the 

recommended practices for sample treatment prior to cfDNA 

analysis [49]. The practices include the recommended volume of 

the sample, favoring plasma over serum, and rapid blood 

treatment after extraction. Such attempts to standardize the 

practice are crucial. Performing optimization and quality control 

experiments would complement those efforts and boost the 

regulatory process. As analysis techniques increase by the day, 

quality control needs to catch up by providing the optimal 

conditions for each workflow and each tumor component. 
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Figure 2: Most frequently reported barriers to molecular testing by (A) region 

of the world and (B) the economic status of the respondents’ countries. 

Adopted from the IASLC global survey on molecular testing in lung cancer 

[46]. The survey clearly shows that cost is the major barrier regardless of the 

economic status of the population. 

 

Clinical Validation  
 

Liquid biopsy detects earlier, is more sensitive, and is more 

convenient. But is it tangibly helping? Clinical validation is 

simply demonstrating the added value of liquid biopsy, i.e., will 

the adoption of liquid biopsy indeed lead to statistical 

improvements in clinical outcomes and precision healthcare? 

One example is the additional mutations observed in plasma 

analysis. That could be justified by the fact that plasma 
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represents the mutations from different areas in the body and not 

just a single location like in the case of a tumor, which is more 

comprehensive and accurate. However, it is unclear whether 

acting on those mutations is of added value to the patient. The 

clinical utility of plasma analysis is to be demonstrated. Another 

example is improved sensitivity. Liquid biopsy can detect 

changes months before they appear on CT scans [4,35,36]. One 

of the next outlooks for thought leaders is capitalizing on this 

superpower for early detection and MRD, even in the absence of 

previous pathological diagnoses. But this presents another area 

where clinical utility needs to be showcased: will early detection 

lead to improved patient survival statistics? Will tumors be more 

‘controllable’ if detected earlier? Lead time bias is one of the 

arguments against the benefit of earlier detection (Figure 3). 

Lead time bias refers to when patients appear to have longer 

survival only because detection was done earlier [50]. Finally, 

plasma DNA analysis allows us to deduce the density of unique 

mutations inside the cancer cell’s coding genome - a parameter 

called tumor mutational burden (TMB). TMB measures the 

tumor’s neo antigenic and neoplastic power [51]. A tumor with a 

higher frequency of mutations tends to grow more aggressively 

and express more surface proteins. TMB can be obtained from 

both tissue (tTMB) and blood (bTMB) samples. Because of such 

a correlation to the antigenic profile of a tumor cell, one could 

reason about a predictive role of TMB in patient response to 

immune checkpoint inhibitors (ICI) that assist the immune 

system in recognizing the tumor. Retrospective analysis of 

bTMB has shown that bTMB indeed predicted the outcome of 

patients treated with ICIs and combination treatments [52]. The 

technical difficulty in extracting tTMB could be circumvented 

shortly by the predictive power of bTMB, and exploiting this 

biological parameter definitely will have its place in the clinic 

with the surge in ICIs. bTMB “harmonization” experiments to 

assess reproducibility between different methodologies are 

expected soon [51-54]. Clinical utility is demonstrated by 

clinical trials using liquid biopsy techniques that go hand in hand 

with discovering new therapeutic molecules and technological 

improvement in analytical power. 
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Figure 3: Lead time bias as illustrated by Patz and colleagues [50]. Disease 

diagnosis is done earlier in the screened group, resulting in an apparent increase 

in survival time (lead-time bias), although the time of death is the same in both 

groups. 

 

Technical Hurdles  
 

The most obvious need for improvement can be found in the 

technicalities of pre- and analytical procedures. CTCs, TEPs, 

exosomes, and RNAs are extremely interesting components. 

Each has its advantage over ctDNA analysis. However, 

complicated purification, capture, enrichment, and analysis 

protocols call for expertise on the bench and delay their arrival in 

the clinic. The biggest hurdle in CTCs is enrichment. The 

number of CTCs per ml of patient blood is a single digit. More 

sensitive enrichment methods are needed to more efficiently sort 

out and count CTCs and draw out more conclusions about 

tumors. TEPs and Exosomes face the same problems. Exosomes 

are showing the potential for high versatility in terms of analysis. 

However, their richness in the plasma is the bottleneck. Cost and 

efficiency are also limiting factors to be addressed. TEPs’ 

promising attributes have their bottlenecks. TEPs adoption into 

the clinical routine demands validation using studies on larger 

cohorts of patients to demonstrate the potency of analyzing 

TEPs. Additionally, a round of simplifying the pre-analytical 

procedures is necessary for clinical incorporation. MicroRNAs 

have shown appealing results, except for normalization and 
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specificity. miRNA lacks a reliable normal to which we refer 

when analyzing [55]. Additionally, miRNA conservation among 

different tumors diminishes their biomarker status because they 

are not specific to tumor types. What can be improved for RNAs 

is validating the reliability of the pre-analytical procedures 

[55,56]. Despite being the most developed component, ctDNA 

analysis presents room for improvement. The spectrum of 

ctDNA analysis technologies ranges from PCR with high 

sensitivity but low throughput to NGS with high throughput and 

high cost. Finding alternatives that would bring costs down 

would revolutionize and field and spark the adoption of NGS 

technologies. Another dent in the reliability of ctDNA analysis is 

a phenomenon called clonal hematopoiesis of indeterminate 

potential (CHIP). Mutations detected in the pool of cfDNA could 

originate from this natural event that occurs in blood cells and 

are not of tumor origin. This spikes the pool of ctDNA and 

presents indistinguishable false positives [57]. The CHIP 

problem was mitigated in a large pan-cancer study by separately 

sequencing WBC [23]. This approach might rule out some 

biases. However, our best bet is to cross-validate ctDNA results 

with other parameters – like sequencing CTCs. Finally, it is 

notable that all ctDNA analysis techniques favor specificity over 

sensitivity. Therefore, the rate of false negatives trumps false 

positives [49]. Then when a negative result comes up, this result 

has to be validated by a tissue biopsy, as the negative predictive 

value of ctDNA is higher. Another window of opportunity is 

establishing complementarity between ctDNA, and CTCs 

analyses independent of tissue biopsy. That would circumvent 

the CHIP bias (as CTCs do not bear hematopoietic mutations), 

double-check the negative results of ctDNA, and drop the need 

for tissue biopsy to validate results. 

 

A.I.  
 

Machine learning is where countless opportunities hide. And 

because liquid biopsy is a relatively new approach, artificial 

intelligence did not have the time to fully catch up. One can see 

plenty of employment opportunities for artificial intelligence. 

Raw data coming from blood samples is noisy and hard to 

interpret manually. Machines would lift the weight of 
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interpreting, storing, and retrieving data. In addition, deducing 

patterns is complementary to mere data storage. With large 

volumes of trial results and longitudinal follow-ups, computers 

are good at drawing out tumor behavior patterns for the different 

types of therapy. Such patterns include the frequency by which 

mutations and resistance mechanisms arise in response to each 

drug. This data will be of high value once established, as it 

would point out patterns of emergence of mutations or resistance 

mechanisms. Finally, selecting drugs based on data can be 

daunting for the physician. Artificial intelligence can boost 

decision-making by narrowing down therapy options as well as 

present outcomes of previous trials, giving clinicians a landscape 

of scenarios of what to expect after every decision. Armed with 

data and outcomes of each drug option and biopsy results, A.I. 

would help deliver the right drug to the right patient, at the right 

time. 

 

A Word to Academia  
 

The contribution of fundamental research will be valuable in 

layering the rationale and credibility for using liquid biopsy. 

Many questions regarding the biology of tumors, shedding, and 

interaction between tumors and tumor components remain 

unanswered. The biology of TEPs’ interaction with the tumor is 

not well established. This gap makes it natural to argue against 

the ‘representativeness’ of platelets to the tumor’s actual exome. 

The interest in platelets calls for a clearer understanding of how 

the tumor exchanges information with those components and 

how reliable this mechanism is in TEPs as biomarkers. More 

clinical trials, proof of utility and mechanistic studies could place 

TEPs high in the clinical hierarchy. Exosomes and their miRNA 

cargo showed pivotal roles in tumor survival, communication, 

and overall biology [58,59]. Mechanistic insight into these roles 

would solidify such tumor derivatives as biomarker candidates. 

Investigating the tumor-tumor component relationship will 

undoubtedly be of added value to our reliance on plasma 

analysis. Finally, the resilience of NSCLC and the plethora of 

resistance mechanisms make it hard to ignore. Numerous 

explanations have surfaced on how the tumor develops resistance 

and whether it follows Darwinian selection or a more 
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Lamarckian model (Figure 4). A 2022 review highlighted the 

role of drug-tolerant persistent (DTP) cells that act as reservoirs 

of resistance mechanisms that are induced according to the stress 

in the medium [30]. The presence of such engines of resistance 

spikes interest in targeting them therapeutically or utilizing them 

as biomarkers. DTPCs present an opportunity for a leap in our 

understanding of cancer biology. 

 

 
 

Figure 4: The two different models of clinical response to treatment in 

NSCLC. Primary resistance that resembles the Darwinian selection (red) 

exhibits very little initial response as the resistant clone is amplified. 

Meanwhile, the Lamarckian-like, DTP-derived resistant clones (green) are 

induced after a strong response to therapy and clearance of the tumor. Adapted 

from Delahaye et al [30]. 

 

Conclusion  
 

What the market needs could turn out to be radically different 

from the initial purpose of the technology. Historically, before 

endorsing a new technology on a full scale, it has to go through 
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an ‘amorphous’ and uncertain phase. This phase lasts until the 

technology is molded to match the market needs and its most 

convenient uses are demonstrated. Liquid biopsy gave birth to a 

diversity of uses. It is not yet the gold standard for diagnosis and 

monitoring but is certainly shaping out of the uncertain 

introduction phase. A few years ago, the literature presented data 

with a dose of constraint. Today, we see a more optimistic 

presentation of trial results and a broader endorsement of new 

technologies. We see a clear trend in the scientific literature: 

liquid biopsy has already started to take shape. According to the 

director of the Thoracic Medical Oncology and the Early 

Clinical Trials Departments at the University of Maryland, 

Professor Christian Rolfo, there are two major obstacles: first is 

the price of liquid biopsy – especially for NGS assays that falls 

in the $1,000-$7,000 ballpark per run. The second big obstacle is 

false negative results for non-shedding patients, despite such 

assays being awaited eagerly. Until the field improves and 

achieves higher sensitivity, institutes should strive to respect 

standards, and boards should keep the use of NGS in check to 

avoid misinterpretation of NGS results. Efforts on the academic 

end are anticipated. High trial output, proof of clinical utility, 

and studies on tumor biology will clear out uncertainties and 

give the clinic a confidence interval to operate within. 

Standardizing workflows, sensitivity, and false negatives are still 

to be handled. One solution is to improve those aspects of the 

technology. But a more creative approach would be designing a 

new workflow that paves the way around these obstacles. 

Emerging new technologies are circumventing the pre-analytical 

hurdles. Electric field-induced release and measurement – or 

EFIRM – strikingly detected two major lung tumor mutations 

from the saliva of NSCLC patients with little to no sample 

preparation procedure [60]. EFIRM is still far from the market, 

but it promises to skip the pre-analytical impediment and provide 

a 100% non-invasive approach. The new ‘fragmentomics’ 

approach developed by Delfi Diagnostics is an example of novel 

technologies that made it to the market. By discerning ctDNA 

from healthy cfDNA using its differential fragmentation pattern, 

Delfi promises to skip the sequencing bottleneck and reduce the 

cost of ctDNA analysis compared to NGS by nearly 10-fold  

[61]. A few boxes need to be checked before we see liquid 
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biopsy as the gold standard for NSCLC patient care. But despite 

the rough patches, the clinical value of liquid biopsy is 

undeniable. Innovation is picking up, and capital is pouring into 

the startups. What we have at hand shows glimpses of its power. 

Papers present their ‘Discussion’ section with a tone of 

encouragement. We can see a continual influx of new trends and 

ideas – we can even predict upcoming ways the clinic will avail 

liquid biopsy. Such tendencies can only tell a few things: liquid 

biopsy is here to stay, and an accelerated endorsement is 

expected. 
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Abstract  
 
Central and peripheral neuropathies are widespread nowadays. 

Symptoms range from cognitive problems to sensori-motor 

disabilities. On the physiopathological side, inflammation is 

currently recognized as a pillar of the initiation and progression 

of these diseases. Indeed, the roles of individual cells in the 

pathological process was largely unknown. The advent of new 

techniques such as fate mapping and single-cell transcriptomics 

and their synergistic use has permitted the fine characterization 

of cellular traits and the degree of their implication in health and 

in disease states. Interestingly, macrophages have gained 

increasing attention over the last years. These techniques have 

allowed a better understanding of their functions from simple 

homeostatic supervisors to chief regulators in central and 

peripheral neuropathies. In this chapter, we summarize the latest 

knowledge about tissue macrophage and microglial ontogeny, 

function and tissue identity, as well as their interaction with 

reactive oxygen species under physiological and pathological 

conditions. Finally, we review these processes in light of internal 

and external insults to the nervous system, the involvement of 
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macrophages and the potential benefit of the targeting of specific 

macrophages for the alleviation of functional defects. 
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Introduction  
 

The majority of the body's tissues include macrophages that are 

resident in tissues, thus called tissue-resident macrophages. 

These play a crucial roles in regulating tissue homeostasis and 

host defence. These cells have been identified as tissue 

phagocytes deriving from blood monocytes, but their 

heterogeneity is receiving high attention. Despite some 

unresolved issues, it is now largely understood that key tissue-

resident macrophage populations emerge during embryonic 

development. It is therefore hypothesized that two mechanisms 

contribute to the daily maintenance and homeostasis of the 

resident macrophage pool: (i) proliferation of initially resident 

macrophages and (ii) blood monocyte infiltration and 

engraftment [1]. In order to control their surroundings in an 

active feedback loop, macrophages adapt their metabolism and 

polarize their phenotype/function in response to environmental 

inputs. These cells produce a large number of cytokines, nerve 

growth factor (NGF), and reactive oxygen species (ROS), as 

well as control the extracellular matrix (ECM) composition [2-

6]. It is well known that several non-neuronal cells, primarily 

Schwann cells (SC) and immune cells such macrophages and 

fibroblasts, function at the site of injury in the case of injury such 

as trauma or infection [7,8]. For example, in both the central and 

peripheral nervous system (CNS and PNS, respectively), tissue 

injury and degeneration as well as later in the resolution of 

inflammation and tissue repair, microglia/macrophages play an 

orchestrating function. Indeed, pro-inflammatory versus anti-

inflammatory macrophage phenotype may influence the success 

of regeneration [9]. It is true that adequate neuroinflammation 

aids in healing and remyelination through the synthesis of a 

number of neurotrophic factors by all immune cell types, the 
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suppression of immunological hyperactivity by immune cell-

produced growth factors, the phagocytic clearance of inhibitory 

myelin debris and toxic chemicals, and the elimination of 

chondroitin sulphate proteoglycans that impede remyelination 

and axonal regeneration [10]. In contrast, persistent and 

exaggerated neuroinflammation, can harm neuron structure and, 

as a result, nerve function. In rodent PNS axon regeneration 

models, the local environment is regenerative-friendly for up to 

4–8 weeks following damage before becoming less trophic or 

atrophic due to changes in the ECM [4]. There is some evidence 

that suggests that PNS axons may be able to repair and resume 

normal function following damage. However, following an 

injury, nerve regeneration and clinical functionality are probably 

not as good, therefore in this case the tern “repair”, rather than 

regeneration, is preferred. 

 

Indeed, studying nerve-associated macrophages is a hotly 

debated topic with significant challenges. In this chapter, we will 

discuss the most recent research on nerve-resident macrophages, 

our understanding of the mechanisms underlying their self-

maintenance and imprinting, as well as the mechanisms 

governing monocyte entry into the macrophage niche. We 

describe both the PNS and CNS-resident macrophages, while 

also considering the significance of the nerve-blood barrier in 

this process. Finally, we go over the major PNS and CNS 

disorders, paying particular attention to how neuroinflammation 

and oxidative stress affect the development and course of these 

diseases. Indeed, new methods are improving our comprehension 

of the role of macrophages in immunity and immunopathology 

and giving precise insights on macrophage commitment to tissue 

niches and their behaviour in case of external or internal insults, 

albeit many concerns still need to be adequately handled. It is 

believed that this would open the door to targeting certain 

macrophages for treating nerve damage brought on by peripheral 

neuropathies. In this regard, cytokines, chemicals, and nano-

carriers are being under research as potential therapeutic 

approaches [11] to modulate macrophage polarization. 
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Our Current Knowledge about Macrophage 

Origin  
 

"A macrophage is merely a monocyte in a more active metabolic 

condition" [12]. Since 1926, the prevailing theory has been that 

blood-circulating monocytes descended from bone marrow-

based progenitors continuously replenish tissue macrophages. 

The mononuclear phagocyte system (MPS), which was proposed 

in the early seventies, is a classification system for both 

monocytes, macrophages, and their precursors. Based on their 

origin, shape, function, and dynamics, scientists from all over the 

world described this family of cells [13]. In fact, Purine-rich 

Box-1 (PU.1) and other transcriptional regulators are used by 

both monocytes and macrophages, and both cells express a 

number of surface markers, most notably colony stimulating 

factor-1 (CSF1) receptor [14].  

 

This viewpoint, however, has been altered over the past ten years 

as a result of several breakthrough publications. Macrophage 

ontology provided compelling evidence that some tissue-resident 

macrophages are first seeded during embryonic haematopoiesis 

without monocyte intermediates and are maintained over the 

course of the individual's life. As a result, they are capable of 

local self-maintenance without blood monocyte input [15-17]. 

Given the high degree of conservation of haematopoiesis 

between Drosophila and vertebrates, research on Drosophila 

larvae revealed that the only "white blood cells" produced by 

primitive haematopoiesis in the yolk sac are erythroid cells and 

macrophage progenitors. Numerous varieties of tissue-resident 

macrophages are descended from these primordial macrophages 

[18]. Embryonic macrophage ontogeny demonstrated that three 

distinct waves of haematopoiesis occur during development [17]. 

Primitive haematopoiesis is the name given to the initial phase, 

which occurs in the extraembryonic yolk sac and results in the 

maturation of macrophages. The erythro-myeloid progenitors 

(EMP), which move to the foetal liver and give birth to maturing 

monocyte/macrophages, are the source of the second wave, 

which is intraembryonic. The third wave emerges from the 

haemogenic endothelium and produces immature haemopoietic 

stem cells (HSCs), which invade the foetus's liver and bone 
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marrow. Over time, mature HSC's commitment to adult 

haematopoiesis occurs in the bone marrow [17,19]. It is 

remarkable that numerous adult tissue-resident macrophages 

have been linked to embryonic genesis, independent of bone 

marrow supply. For example, microglia and CNS-associated 

macrophages (CAMs) are originally derived from EMPs [20]. 

Then this gives rise to immature A1 macrophage progenitors that 

further differentiate into A2 pre‐macrophage progenitors in the 

CNS [21].  

 

Which of these, local macrophages or haemogenic is preferred 

under either physiological or pathological circumstances? It is 

still an open question. According to the evidence that is now 

available, it is doubtful that these two pathways act 

independently during local macrophage proliferation [22]. It is 

well acknowledged that at steady state (i) adult monocyte-

derived macrophages (ii) embryonic macrophages (ii) adult 

monocyte-derived macrophages' daughter cells act collectively. 

Furthermore, in inflamed tissue (iv) recruited adult monocyte-

derived cells are added to the existing varied population [17]. It 

is currently unknown, though, how various macrophage lineages 

and subtypes contribute to these activities in a given tissue. 

 

Complex methods (such fate mapping) are being developed and 

used to distinguish resident from invading macrophages in order 

to answer this question. Recently, adult tissues were categorized 

into three groups: those with fast steady-state monocyte 

recruitment (dermis and gut), those with delayed steady-state 

input (pancreas and heart), and those with exclusively yolk-sac-

derived macrophages (brain, lung, liver, and epidermis) [17]. 

These tissue macrophage pools can become depleted by long-

term, low-grade metabolic, oxidative, or mechanical stress (such 

as that caused by physiological aging). These circumstances 

could therefore promote homeostatic monocyte supply to refill 

tissue-macrophage pools in a manner resembling inflammatory 

patterns. 
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Macrophage Function: Is the M1/M2 

Dichotomy Exact?  
 
The remarkable plasticity of macrophages and their ability to 

change their phenotype in response to microenvironmental 

signals are collectively referred to as "macrophage polarization" 

[23]. Recruited monocytes and tissue-resident macrophages 

multiply in response to injury and experience noticeable changes 

in cell surface markers and function, which control inflammation 

and, ultimately, tissue repair or fibrosis [24]. Activated 

macrophages can be broadly classified into two subtypes based 

on in vitro induction experiments: M1-like macrophages and 

M2-like macrophages. The M1/M2 nomenclature was developed 

in a similar fashion to the Th1/Th2 dichotomy. High antigen-

presenting capacity and activation of the polarized type 1 

response are characteristics of “classical” macrophage activation 

(therefore M1) [25]. Indeed, pro-inflammatory markers such 

Nos2, Arg1, Ccl2, Ccl7, Il1 and Alox15 are expressed by M1 

macrophages [26]. Additionally, when stimulated by pathogen- 

or damage-associated molecular patterns (PAMPs or DAMPs, 

respectively), they exhibit enhanced reactive oxygen and 

nitrogen species (ROS and RNS, respectively) production 

[23,25]. The M2 family, on the other hand, is referred to be 

“alternately activated”/”deactivated” macrophages that acquire 

an anti-inflammatory phenotype. M2 macrophages can be further 

subdivided into M2a (where "a" refers for alternative), which is 

induced by interleukin (IL)-4 or IL-13; M2b, which is triggered 

by immune complexes and agonists of Toll-like receptors 

(TLRs) or IL-1R; and M2c that is induced by IL-10 and 

glucocorticoids [25], and M2d, induced by TLR antagonists to 

secrete IL-10 and vascular endothelial growth factor (VEGF) 

[27]. PPARγ, a nuclear transcription factor, regulates 

macrophage polarization by favouring the M2 cell phenotype 

and inhibiting the transition to an M1 phenotype. In contrast, 

activation of the NF-κB signaling pathway promotes M1 

macrophage polarization, whereas its blocking favours M2 

phenotype [11]. 

 

In fact, macrophage populations are far from being stable 

subsets, but rather cells that actively modulate their phenotypes 
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in response to precise physical, chemical, and cell-to-cell cues 

[28,29]. Currently, fully polarized "mature" M1 and M2 

macrophages -similar to M1 and M2 microglia- in their various 

versions seem to be the extreme ends of a continuum. 

Additionally, several investigators find it difficult to apply the in 

vitro M1/M2 classification in vivo [29-31]. Thus, it becomes 

more crucial to employ specialized and complementary 

approaches, such as single-cell transcriptomics, proteomics, fate 

mapping, and imaging, for studying complicated macrophage 

populations [29,32]. When analysing the results, it's also 

important to consider the variety of markers employed to 

identify macrophages, in vivo/in vitro variations, and interspecies 

variability. Indeed, M1/M2 paradigm is simplified for academic 

and research purposes but one should keep in mind that the story 

is much more complex. 

 

Macrophage Tissue Identity  
 
In fact, macrophages are not alike. They adopt tissue-specific 

roles such as Kupffer cells in the liver, microglia in the brain, 

and nerve-associated macrophages in the PNS. The PNS, 

however, is unique in that it innervates diverse tissue types and is 

geographically spread throughout the entire body. A description 

of nerve-associated macrophages in several tissues was reviewed 

and summarized [33]. Although there is some controversy as to 

whether these macrophages have a PNS-specific identity or 

rather a host tissue-signature, it is expected that both organ- and 

nerve-specific inputs would affect resident macrophage identity. 

Multiple populations of macrophage-like cells co-exist in adult 

tissue and carry out timely activities [16,32,34,35]. 

Microenvironmental cues, such as trophic factors, ECM 

scaffolds, stromal cells, and the vasculature, are well recognized 

to tightly govern the development and homeostasis of all cell 

types in addition to ontogeny. Consequently, according to the 

niche theory, macrophages' identity is modulated by the tissue 

environment in which they are found [36]. Specifically, Different 

macrophage precursors compete for a finite number of niches 

despite having nearly comparable ability to mature into resident 

macrophages. When the niche is crowded, monocytes cannot 

differentiate into macrophages; nevertheless, when the niche is 
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empty, these cells can differentiate into macrophages with high 

efficiency.  

 

On the other hand, mechanisms such as DNA methylation, 

histone modification, and chromatin structure control these 

tissue-specific activities [37]. The microglia, Kupffer cells, 

spleen, lung, peritoneal, ileal, and colonic macrophage 

populations, which are representative of all tissue macrophage 

populations, were shown to share less than 2% of these 

characteristics [38]. Interestingly, the expression profile of fully 

differentiated macrophages was reprogrammed when they were 

transplanted into a different tissue [35,38]. As a result, the tissue 

identity of macrophages is shaped through epigenetic regulation 

that is controlled by both tissue- and lineage-specific 

transcription factors. In fact, cell survival and function cannot be 

divorced from their microenvironment. It is also noteworthy that 

there are many similarities and striking differences between 

human and rodent cells. For instance, Gosselin and colleagues 

[39], have shown tissue signature similarities and differences 

between human and mouse CNS microglia, as well as between 

ex vivo and in vitro microglia. Thus, gene signature of these cells 

is highly dependent on the correct microenvironment. 

 

Central Nervous System Macrophages: The 

Microglia  
 

The CNS, which includes the brain and spinal cord, is made up 

of billions of neuroectodermal cells such neurons, astrocytes, and 

oligodendrocytes in addition to resident immune cells, which 

make up 10% of the overall CNS cells [40]. The CNS has two 

types of tissue macrophages: microglia, which are found in the 

parenchyma and get their name from their tiny (7–10 µm) cell 

bodies, and CNS-associated macrophages (CAMs), which are 

present in CNS interfaces like the meninges, perivascular space, 

and choroid plexus [40]. Perivascular macrophages, subdural 

leptomeningeal macrophages, and choroid plexus macrophages 

are all examples of CAMs, also known as border-associated 

macrophages (BAMs) [41,42]. Contrary to perivascular 

microglia, which are located between two basal laminae formed 

by the glia limitans and endothelial cells, respectively, 
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perivascular macrophages have a distinctly defined position [43]. 

The retinal, corneal, and ciliary body macrophages in the eye and 

the endoneurial and epineurial macrophages in the peripheral 

nervous system are further neural-associated macrophages. 

While T and B cells, dendritic cells, monocytes, and natural 

killer cells are all found at the CNS borders, such as the 

meninges (leptomeninges, dura), and in the choroid plexus, 

microglia are the only immune cells identified in the CNS 

parenchyma in close proximity to neurons [43]. 

 

In vivo imaging techniques, which revealed microglial activities 

in the brain milieu, high throughput gene expression analyses, 

which distinguished microglia from their myeloid relatives and 

other brain cells, and advances in genetic tools, which enabled 

specific fate mapping of microglia, have all aided the rapid 

progress towards unravelling the multiple facets of microglia in 

shaping brain development and maintaining homeostasis 

throughout an organism's lifetime [44]. Recently, microglia were 

morphologically defined and genetically profiled in a variety of 

animals, concluding that microglia have undergone little change 

during evolution [45]. Astonishingly, the fundamental 

transcriptional microglial profile was preserved, showing that 

microglial cells function similarly in all species. Additionally, 

microglial density was consistent across over 33 species of 

vertebrates [46]. 

 

Unlike circulating monocytes with haematogeneous myeloid 

lineages, microglia and most tissue macrophages emerge 

exclusively from erythromyeloid progenitors in the yolk sac that 

differentiate into YS macrophages during embryonic 

development [47]. Precursor macrophages migrate to/and 

colonize the CNS parenchyma prior to the maturation of the 

blood–brain barrier and subsequently differentiate to microglia 

[48,49]. The seeding of the CNS by yolk sac macrophages 

requires healthy blood circulation. Microglia and maybe CAMs 

in mice arise from c-Kit+ non-committed EMPs that begin at 

embryonic day 7.25 (E7.25) in the yolk sac. These cells are 

similar to other embryonic tissue macrophages in mice [50]. 

Studies on chickens and zebrafish have provided more evidence 

confirming that microglia form during development [47,51,52]. 
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The transcription factor c-Myb is not required for the 

development of microglia or CAMs by EMPs [52,53]. A1 and 

A2 c-Kit CX3CR1+ maturing macrophages are produced by c-

Kit+ CX3CR1+ EMPs in an IRF-8-dependent manner, and they 

have been demonstrated to enter the brain anlage at E9.5 through 

the bloodstream without a monocyte intermediary [21,54]. 

However, the majority of other tissue macrophages are 

descended from EMPs that were produced later and were c-Myb 

dependent which move to the foetal liver, where they give rise to 

monocyte intermediates [55]. 

 

Regarding the prenatal origin of CAMs, there has recently been 

speculation that they share a considerable ontogenetic overlap 

with the brain's microglia, in a mouse model. CAMs are 

currently understood to be prenatal lineage cells that lack the c-

Myb and CCR2 receptors [53]. This has been supported by a 

number of investigations in mice [56,57]. The choroid plexus 

macrophages are the only outliers to this norm, as they are 

partially replaced and maintained by monocytes as opposed to 

perivascular macrophages and subdural leptomeningeal 

macrophages. This is most likely because the choroid plexus 

contains fenestrated capillaries [53]. Microglia and CAMs have 

separate yolk sac progenitors, which suggests that their cell fate 

is decided before they invade, infiltrate, or seed the developing 

brain [58]. Other regions of the CNS and head, including the 

retina have similar prenatal origins of tissue macrophages 

[20,59,60]. 

 

It is currently unknown how microglia and CAMs migrate to the 

brain throughout development or which cues direct them to their 

predetermined final location. Microglial movement across the 

developing CNS appears to be dependent on chemokine-derived 

signals, such as the CXCL2/CXCR4 axis [20] and extracellular 

matrix proteins regulated by matrix metalloproteinases [21]. 

Admitting the “niche theory”, however, little is known about the 

start and stop signals governing the replenishment of the 

microglia niche. Fundamental issues about the cell cycle 

dynamics of microglia still exist despite the exponential rise in 

studies on their origin over the previous five years [40]. 
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Peripheral Nerve-Associated Macrophages  
  

PNS-resident macrophages, in stark contrast to CNS microglia, 

are one of the least well-researched subpopulations. Their 

cellular origin, ability to maintain themselves, and gene signature 

are all poorly understood. The majority of research is focused on 

understanding CNS pathogenic processes, where macrophages 

play crucial roles. In addition, recent findings suggest that PNS 

is a pertinent disease target in many CNS neurodegenerative 

illnesses, particularly Multiple Sclerosis [61]. This may 

restructure research to focus on systemic involvement in 

neurological diseases.  

 

Axons are normally contained in an endoneural compartment 

consisting of fibroblasts and collagenous connective tissue [62]. 

The collagenous epineurium matrix that encloses axon fascicles, 

also contains macrophages, tiny arteries, and veins [63,64]. 

Studies have also revealed the presence of macrophages in the 

endoneurium, in the spaces between myelin sheaths, and in close 

proximity to axons [63,65,66]. These macrophages often 

continuously scan the surrounding environment for dangers and 

aid in the removal of cellular debris. 

 

Single-cell RNA sequencing was recently employed to identify 

nerve-associated macrophages in mouse skin [32]. These cells 

can be distinguished from other dermal macrophages by having 

higher levels of the CX3CR1 marker (CX3CR1hi). In terms of 

their transcriptome and axon-scanning behaviour, CX3CR1hi 

nerve-associated macrophages intimately interact with sensory 

nerves. By using fate mapping techniques, it was discovered that 

these cells develop from either CX3CR1hi prenatal progenitors, 

which are the primary source in homeostasis, or from CX3CR1lo 

pro-inflammatory monocyte-derived macrophages in the event of 

tissue injury [67]. These findings allow for the differentiation of 

the two different origins of these nerve macrophages. These cells 

expand in a mouse ear-punch model and aid in myelin 

breakdown, nerve regeneration, and wound healing [32]. It is yet 

unclear how CX3CR1 interacts with these highly committed 

peripheral nerve macrophages. CXCR1 ligand CX3CL1, also 

known as fractalkine FKN, has been shown to activate ROS 
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generation in CX3CR1 macrophages and monocyte infiltration 

in sciatic nerves in mouse models [68]. Additionally, it has been 

demonstrated that the chemokine FKN mediates the 

neural/microglial relationship in rat neuropathic pain [69]. 

 

A recent study in mice thoroughly characterized sciatic nerve 

macrophages [31]. Sciatic-nerve macrophages had a tissue-

specific gene signature that distinguished them from other tissue 

macrophages and CNS microglia (in the optic nerve, liver, lung, 

spleen, and peritoneum). Unique genes such as Adam19, Cbr2, 

Cd209d, Foxred2, Fxyd2, Mgl2, Mmp9, Il1rl1, Kmo, and Tslp 

were all found in the sciatic nerve macrophage profile. Single-

cell analysis revealed two distinct types of sciatic nerve 

macrophages: Relm+Mgl1+ cells in the epineurium and Relm-

Mgl1- cells in the endoneurium. By fate mapping technique, the 

authors discovered that sciatic nerve macrophages do not 

originate from early embryonic precursors colonizing the CNS, 

but rather from late embryonic precursors that are gradually 

replaced by bone marrow-derived macrophages. Finally 

following injury, unlike the CNS where the macrophage family 

is replenished by local cells, the PNS macrophage pool is 

replenished by monocyte-derived macrophages.  Although few 

studies have been published recently regarding PNS 

macrophages, they have made significant contributions to our 

understanding of macrophages' remarkable functional plasticity 

and their potential role in peripheral neuropathies. The 

investigation of peripheral nerve immune responses in 

conditional knockout transgenic animals has added to our 

understanding of the physiological/pathological crosstalk 

between the systemic immune system and the peripheral nerve 

compartment. Figure 1 represents a simplistic comparison 

between CNS microglia and PNS macrophages regarding their 

origin, morphology, function and gene signature. It is 

noteworthy that little information are available on PNS 

macrophages as compared to microglia. 
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Figure 1: A schematic representation of CNS microglia and PNS macrophages. 

They are compared according to their origin, morphology, and tissue signature. 

For both macrophages and microglia, classification based on M1/M2 criteria is 

proposed. 

 

Neuroinflammation and Blood-Nerve Barrier 
 

After nerve insult, monocytes and macrophages are drawn to the 

injury site by factors produced by repair SCs that produce 

chemo-attractants, such as CCL2, TNF , IL-1, and IL-1 [70]. 

Macrophages are among the first and most abundant cells to 

infiltrate the injury site. In turn, the main chemokine produced 

by monocytes and macrophages is CCL2. It binds to the CCR2 

receptor with high affinity, which is primarily expressed by 

monocytes and macrophages [71] as well as by sensory neurons 

after damage [72]. It is known that normal axonal conduction is 

dependent on the endoneurial microenvironment, which includes 

cells or cell parts (axon, myelin sheath, fibroblasts, and 

macrophages) and connective tissue. Thus, active functional and 

anatomical relationship exists between this area of high 

metabolic demand and the vascular compartment [73]. 

Endoneurial microvascular endothelia form tight junctions that 

control ion, solute, water, nutrient, macromolecule, and 

leukocyte movement between the bloodstream and the 

endoneurium. According to classic in situ permeability studies, 

the blood-nerve barrier (BNB) is the second most restrictive 

vascular system after the blood-brain barrier (BBB) [64]. 

Passage across the BNB is hampered by lower levels of P-
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glycoprotein transporter activity than the BBB, limiting the 

efficiency of xenobiotic and neurotoxin removal [74]. 

Furthermore, structural changes in endoneurial microvessels or 

interactions with haematogenous immune cells have been 

described in several human peripheral neuropathies. 

Neuroinflammation, which is now recognized as a defining 

feature of nearly all neurological disorders [10], increases 

vascular permeability and disrupts both the BBB [75] and BNB 

[76]. Furthermore, oxidative stress causes a decrease in the 

expression of tight and adherens junction proteins [77]. As a 

result, neurotoxins, endotoxins, and inflammatory cells can 

infiltrate. Moreover, our understanding of the mechanisms of 

haematogenous leukocyte trafficking at the human BBB and 

BNB remains limited due to phenotypic and functional 

differences between endothelial cells from different tissues and 

species [64]. Nonetheless, macrophages appear to interact 

closely with vascular compartments to drive the inflammatory 

process. Indeed, macrophages at the site of injury detect local 

hypoxia and secrete VEGF to polarize the surrounding 

vasculature [70]. Furthermore, all infiltrating monocytes express 

VEGF to help guide vascular sprouting. Blood vessels guide the 

migrating cords of SCs, which essentially guide regrowing axons 

[31]. Besides, ECM proteins such as collagen VI influence 

cellular changes at the injury site. Both local macrophages and 

SCs with a repair phenotype create collagen VI, which not only 

works as a chemoattractant for monocytes and macrophages but 

also controls the production of other substances. Moreover, 

macrophages, which are well-known for their powerful 

phagocytic activity, are essential for removing inhibiting myelin 

detritus and enabling regeneration [7,9]. In conclusion, SCs and 

macrophages collaborate to control each other's function. The 

secretion and synthesis of numerous cytokines, chemokines, 

regeneration factors, ROS, and ECM molecules, which all 

contribute to the milieu of degeneration/regeneration adaptation 

processes, mediates all of these cellular alterations and 

interactions. 

 

It is unclear how peripheral nerve disorders affect changes in 

vascular permeability. On one hand, increasing BBB and BNB 

permeability suggests increased monocyte infiltration, which 
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intensifies the immunological response. The polarizing effects of 

macrophage secretions, on the other hand, might help the 

regeneration of damaged nerves. In fact, there is growing interest 

in their role in neurological illnesses, and targeted treatments are 

being considered for neuropathies and other pathologies related 

with macrophages. 

 

Neuroinflammation and Oxidative Stress  
 

It is well-known that monocyte/macrophage surveillance in 

tissue homeostasis and first-line defence depends on the release 

of ROS and RNS. Under healthy settings, oxidative 

phosphorylation in the mitochondria generates around 90% of 

endogenous ROS [78], with the remaining 10% coming from 

plasma membrane proteins, lipid metabolism, and the action of 

cytosolic enzymes [79]. Normal physiological ROS generation is 

"balanced" by the body's countervailing defence mechanism, 

which includes substances like glutathione and cytochrome 

p450. However, there is a persistent low level of oxidative 

damage, and the balance between ROS formation and the 

antioxidant system is somewhat in favour of ROS [80]. In turn, 

after being exposed to a variety of signals, such as pathogen-

derived molecular patterns (PAMPs, e.g. lipopolysaccharide), 

damage-associated molecular patterns (DAMPs, e.g. high-

mobility box 1 protein (HMGB-1), nucleotides, and DNA), 

cytokines (e.g., tumour necrosis factor- (TNF)), interferon-, 

metabolic stress (e.g., hyperglycaemia, advanced glycation end 

products, oxidized lipoproteins), endoplasmic reticulum stress, 

unfolded/misfolded protein accumulation, and some 

nanoparticles; activated circulating monocytes and M1 

macrophages increase ROS and RNS production [81]. 

Monocytes and macrophages are both susceptible to oxidative 

damage brought on by their own release of reactive species, 

although macrophages are more resilient than monocytes [82]. 

The FOXO pathway and the Nrf2 pathway, in particular, are part 

of a network of defence mechanisms that macrophages have 

access to in order to survive and continue to operate in such a 

hostile oxidative and inflammatory environment [81]. This 

variation could be explained by the modulatory action of 

macrophages, which destroy extra monocytes in response to an 
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inflammatory reaction. It is important, nonetheless, that the 

method by which macrophages (and other cells) detect ROS is 

not fully understood. Despite this benefit of being shielded from 

oxidative damage, macrophages are nevertheless not completely 

immune to the deleterious effects of ROS. Long-term oxidative 

stress causes macrophages to accumulate large amounts of 

oxidized proteins and lipids, which causes metabolic 

malfunction, phenotypic changes, and cell death. This is 

especially important for human disorders where excessive ROS 

production occurs, such as inflammatory, autoimmune, 

neoplastic, vascular, respiratory, and neurological diseases [79]. 

Additionally, when cellular damage accumulates over time, 

natural repair systems become increasingly sluggish and 

eventually ineffective, leading the organisms to lose 

physiological integrity and causing age-related illnesses. 

 

Oxidative stress is almost always present in conjunction with 

neurodegeneration [83]. High quantities of ROS are produced by 

dying cells and degenerating axons and are subsequently 

discharged into the extracellular compartment. Because myelin is 

high in lipids and excessive ROS production is harmful to cells, 

SCs are especially vulnerable to lipoperoxidation. Inflammation 

and other internal and external stresses upset the equilibrium 

between pro- and anti-oxidant mechanisms, causing an oxidative 

burst (82). Sciatic nerves from CMT1A rats [85], diabetic mice 

[86], and sciatic nerves following crush injury [87] were all 

observed to have higher ROS levels. Additionally, sciatic nerves 

subjected to non-freezing cold stress displayed increased ROS 

generation linked to reperfusion damage [88]. Evidence has 

shown that certain environmental toxins and endogenous 

proteins cause the CNS microglia to excessively release ROS 

that cause brain damage [89]. According to Hervera and 

colleagues [90], inflammatory cells must be recruited by the 

CX3CR1 receptor in order for ROS to be produced in the injured 

sciatic nerve and DRG. Inflammatory cells including monocytes 

[91] and macrophages [92] are attracted as a result of injury-

induced ROS and chemokines released by SC. By interfering 

with epigenetic (re)programming and favouring the development 

of pro-inflammatory M1 macrophages, ROS changes 

macrophage differentiation [93]. As a result of the stimulation 
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provided by FKN generated from endothelial cells, macrophages 

release ROS. The pain response is then triggered by the 

activation of TRPA1 channels on sensory neurons by ROS [94]. 

 

Macrophage and Neuropathies  
 

In 2003, the role of CNS microglia in neuropathic pain was 

initially demonstrated [95]. More proof later emerged that 

immune cells are active participants in the onset and/or 

development of neuropathies rather than passive observers of the 

nervous system. In particular, macrophage activation causes the 

release of powerful pro-inflammatory mediators as TNF, IL-1, 

MCP-1, NGF, nitric oxide (NO), and prostanoids, which are 

associated with experimental neuropathic pain states [96]. 

Furthermore, neuropathic pain is induced by peripheral nerve 

damage and is related with an increase in CSF1 in the DRG and 

spinal cord [97]. 

 

One of the most typical rodent models of peripheral nerve injury 

and regeneration is the sciatic nerve crush model [98]. 

Importantly, this model has been a useful tool for researching 

macrophage participation in the inflammatory and regenerative 

responses to nerve injury. Pro-inflammatory mediators including 

IL-1, Cox2, and TNF are rapidly produced after sciatic nerve 

axonotmesis in mice (within 5–10 hours) [5], along with 

chemokines like MIP-1 and monocyte chemoattractant protein 1 

(MCP-1) (peaking at 24 hours) [6]. Additionally, two days after 

an acute peripheral nerve damage, pro-inflammatory cytokine 

expression was shown to rebound to baseline levels. Arginase-1, 

Ym1, and Trem2 were strongly up-regulated, demonstrating that 

M2-like macrophages were activated. This limited the attack of 

the pro-inflammatory surge, creating a neuroprotective milieu. 

Endoneurial macrophages living nearby were discovered to be 

the key cells responding to the damage. They responded quickly, 

within a few of days of the crush, with blood-

originating macrophages beginning to show up on day four [63]. 

After sciatic nerve crush in mouse, Relm+Mgl1+ macrophages 

did not change their gene expression profile in the distal portion 

of the sciatic nerve, whereas Relm-Mgl1- cells did so quickly 

[31]. Indeed, Relm-Mgl1- endoneurial cells responded to injury 
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as they were discovered to be in greater contact with the 

damaged axon and transdifferentiating repair SCs. These cells 

then phagocytose the debris in damage site and aid in the 

degradation of the downstream axons. 

On the other hand, there are various causes for 

neurodegenerative diseases where macrophage plays a key role. 

For example, rare monogenetic abnormalities that alter 

microglial cell functioning can cause severe CNS pathologies. 

Rademakers and colleagues  [99] have first reported that 

microgliopathy, an autosomal dominant disease brought on by 

different sequence variants in the gene locus encoding the 

tyrosine-kinase domain of the cytokine receptor CSF-1R, is a 

monogenetic disease affecting CNS microglia. Patients who 

carry this allelic mutation show alterations in the white matter, as 

well as a variety of clinical symptoms, such as Parkinsonism, 

dementia, depression, and seizures. The underlying disease is 

characterized by neurofilament-positive axonal spheroids, 

extensive demyelination, astrocyte activation, and neuronal 

damage. 

 

Although there are many different causes for neurodegenerative 

diseases, they all have some common characteristics, including 

decreased mitochondrial function, elevated levels of oxidative 

stress and ROS production, inflammatory responses, the 

formation of protein aggregates, and excito-toxicity. Whether an 

axon is preserved or self-destructs depends on the opposing 

impacts of axonal survival against axonal degeneration 

components. These occurrences create a vicious loop that, in the 

setting of a disease, results in neuronal death [100]. In the next 

section, disease states where inflammatory activity directly 

contributes to common neuropathies are covered. We shall find 

that oxidative stress traits almost always coexist with 

neuroinflammation, maintaining or aggravating the condition. 

Based on the published data that is now available, the interaction 

between macrophages and other cells in the initiation, 

maintenance, or correction of the disease milieu will also be 

explored. 
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Microglia in Brain Aging  
 

Aging has a significant impact on how well the brain functions 

and is a primary risk factor for the majority of neurodegenerative 

diseases, such as dementia and Alzheimer's disease. Reduced 

cognitive ability is a hallmark of brain aging, even in non-

pathological settings, and may be caused by hampered synaptic 

plasticity [101]. Research in this field has revealed that microglia 

play a crucial function in maintaining synaptic plasticity in both 

the developing and adult body [102]. Microglial aging was first 

detected in the brains of elderly people by 

immunohistochemistry and morphology [103]. Age causes a 

considerable slowdown in microglial activities, which results in 

decreased tissue scanning, diminished synaptic contact, and 

subpar damage repair. The "inflammaging" state of primed 

microglia is characterized by alterations in activation and 

density, shape, and phenotype, as well as altered cytokine 

expression, phagocytosis, and ROS generation [101]. An 

accumulation of lipofuscin, a by-product of phagocytosis, occurs 

in microglia as the brain ages. A dystrophic appearance, as seen 

by an increased soma volume, anomalies in the cytoplasmic 

structure, retracted, fragmented processes, and an uneven tissue 

distribution, is another difference between old and activated 

microglia [104]. As they age, microglia experience cytoplasmic 

fragmentation, loss of process ramification, and process 

anomalies. They exhibit elevated ferritin expression and storage 

of iron. Neurons are more vulnerable because of their increased 

production of poisons that are harmful to the nervous system and 

their diminished capacity to phagocytose waste and toxic protein 

aggregates (reviewed in [101]). In addition, aged microglia 

promote greater inflammation in the aging nervous system, 

which raises the possibility that they contribute to the genetic 

instability observed in aging neurons [105]. 

 

Recent research using single cell RNA-sequencing further 

demonstrated the intricacy of microglia, which exhibit a wide 

range of abnormalities both during normal development and as 

we age. Particularly, the microglia states in adult, elderly, and 

early postnatal brains all differ significantly from one another 

[106-108]. For example, the greatest microglia heterogeneity 
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was found in developing, aged and injured brains [106]. 

Moreover, Neurodegenerative and demyelinating disorders 

induced context-dependent subgroups of microglia with unique 

molecular characteristics and varied cellular dynamics [108]. 

 

Multiple Sclerosis (MS)  
 

Multiple sclerosis (MS) lesions that do not resolve in the months 

after they form harbour ongoing demyelination and axon 

degeneration, and are identifiable in vivo by their paramagnetic 

rims on MRI scans [109]. In the onset and remission of CNS 

inflammation, such as in MS and its animal counterpart, 

experimental autoimmune encephalomyelitis (EAE), 

macrophages, monocytes, dendrocytes, and maybe CAMs play 

crucial roles [40]. Although numerous cell types are implicated 

in the pathogenesis of MS, self-reactive T lymphocytes that 

settle in the CNS and launch an immunological attack against the 

myelin sheaths that cover neurons are thought to be the primary 

culprit [110]. In this setting, myeloid cells are very dynamic and 

interact with a variety of cell types, including CNS-resident 

astrocytes, oligodendrocytes, and neurons, as well as T cells that 

have been recruited from the CNS. Monocytes that are pro-

inflammatory are crucial in the development of EAE and maybe 

MS. The recruitment of classical proinflammatory CCR2+ Ly-

6Chi monocytes is an important characteristic of the EAE model 

[111], and consistent with the current pathological criteria for 

lesion classification in MS [112]. In MS patients and EAE 

mouse brains, resident microglia were marked, and specific 

subpopulations of microglia were similarly present. These were 

predominantly Ccl4+ cells in MS lesions [106]. 

 

Indeed, high-dimensional single-cell technologies have made it 

possible to classify myeloid cells in great detail and have never-

before-seen access to them in the CNS and surrounding regions. 

The CNS myeloid compartment, comprising the brain 

parenchyma and meninges, was examined in a thorough set of 

single-cell mass spectrometry and flow cytometry investigations 

in homeostasis and EAE [56]. Researchers found that MHC-II, 

CD44, CD11c, and PDL1 traditional pathways were all activated 

in brain-associated myeloid cells during CNS inflammation. 
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Single-nucleus RNA sequencing guided by MRI was used to 

characterize demyelinated white matter lesions at different 

phases of inflammation in MS. Researchers found significant 

glial and immunological cell variety, particularly around the 

border of the chronically inflamed lesion. Interestingly, 

transcriptional profile of inflamed microglia in MS overlaps with 

that of microglia in other neurodegenerative diseases, indicating 

that primary and secondary neurodegeneration may have similar 

underlying processes and respond to comparable treatment 

strategies [109]. Moreover, the observation that microglia 

ablation with a Csf1 inhibitor during EAE progression worsens 

clinical impairment suggests that the functions of microglia are 

likely to change during the course of the disease [113]. 

 

Guillain-Barré Syndrome (GBS)  
 

Guillain-Barré syndrome is a simple illustration of a disease state 

where aberrant immune activation is the principal driver of 

pathological processes in peripheral nerves (GBS). Following a 

bacterial or viral infection, molecular mimicry is thought to be 

the cause of GBS, an autoimmune illness [114]. GBS refers to a 

spectrum of acute immune-mediated illnesses that are limited to 

peripheral nerves and nerve roots and is the most frequent cause 

of acute neuromuscular weakness and paralysis worldwide. 

Changes in BNB permeability, macrophage infiltration, and 

macrophage-associated demyelination have all been observed in 

GBS [115], however the precise involvement of macrophages in 

this disease is still unclear. The complement cascade mechanism 

is activated by auto-antibodies against SCs and axonal plasma 

membranes, which further draws macrophages to the damage 

site [116]. Additionally, Th1 cells release TNF, which boosts 

the production of MCP-1 and ICAM-1, aiding macrophage 

infiltration, SC identification, and ultimately myelin 

phagocytosis [117]. The development and progression of GBS 

and its animal model were both demonstrated to be significantly 

influenced by the macrophage migration inhibitory factor (MIF) 

[118].  Recently, it was shown that GBS patients had 

macrophage cytoplasmic processes that had invaded the 

internodes and nodal regions of the sural nerves. These locations 

had a link to demyelination brought on by macrophages [119]. In 
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comparison to healthy persons, human GBS patients have been 

found to have higher median amounts of inflammatory mediators 

such IL-8 and IL-1ra, as well as CCL2-7-9, CXCL9-10-12, and 

VEGF in their CSF fluid [120]. 

 

Chemotherapy-Induced Peripheral Neuropathy 

(CIPN)  
 

With a prevalence ranging from 19% to over 85%, 

chemotherapy-induced peripheral neuropathy (CIPN) is one of 

the most common adverse effects brought on by antineoplastic 

medications [121]. Following therapies with vinca alkaloids, 

such as vincristine, platinum compounds, such as cisplatin and 

oxaliplatin, and taxanes, CIPN develops (e.g. paclitaxel). 

Importantly, pathological alterations and symptoms are primarily 

sensory, including pain, tingling, and numbness, and they depend 

on the dose, frequency, and physicochemical qualities of the 

medication [122]. Peripheral sensitization brought on by 

inflammation and oxidative stress have been suggested as 

probable causes of CIPN, despite the fact that the underlying 

mechanisms are not fully understood. In dorsal root ganglia 

(DRG) sensory neurons, CIPN is linked to mitochondrial 

changes, elevated intracellular ROS, and elevated inflammatory 

cytokines [123,124]. Paclitaxel has been demonstrated to 

increase neuronal ROS in mouse models, and this has been 

proven to activate the endogenous expression of the antioxidant 

enzyme superoxide dismutase-1 (SOD1) [125]. Additionally, it 

is well known that chemotherapeutic drugs promote the immune 

system's participation in the anti-cancer action in both animal 

models and human patients [126]. Given that there is 

occasionally only a minimal association between CIPN and 

neuronal injury, both in human patients and animal models, the 

role of non-neuronal cells, notably leukocytes, in CIPN is 

particularly significant [127]. Numerous studies using paclitaxel-

induced animal models of CIPN show that symptoms are 

accompanied by innate immune signals, particularly 

macrophages in the DRG and sciatic nerves [128-130]. This is 

because TLR4 signaling is activated, and the expression of 

MCP-1 is enhanced [130]. The breakdown of the BNB by matrix 

metalloproteinases (MMPs), some of which are induced by 
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chemotherapy medications, can worsen the entry of poisons and 

leukocytes through the BNB. When monoclonal anti-MMP9 

antibodies are administered, the expression of IL-6 and TNF is 

greatly reduced. These two proinflammatory cytokines have 

been linked to paclitaxel-induced CIPN [131]. Oxaliplatin was 

found to activate MMP-9, increase tissue factor (TF) and HSP70 

expression in macrophages, and stimulate the hypoxia signaling 

pathway through HIF-1 in a murine CIPN model, all of which 

result in circulatory disturbances caused by thrombosis in the 

sciatic nerve microenvironment [132]. More recently, it was 

discovered that oxaliplatin increased the release of high-mobility 

group box-1 (HMGB-1) from neurons and macrophages, which 

in turn caused the release of MMP-9 in neurons and 

macrophages, accelerating the course of CIPN in mice [133]. 

 

Diabetic PolyNeuropathy (DPN)  
 

The existence of the diabetic milieu is well known to result from 

the activation of inflammatory and oxidative stress pathways by 

hyperglycaemia. These two axes interact at various levels of cell 

signalling, which over time results in diabetic polyneuropathy 

(DPN), a condition marked by peripheral nerve dysfunction and 

microvascular consequences [134-136]. Advanced glycation end 

products (AGEs), polyol, protein kinase C (PKC), and 

hexosamine pathways are among the metabolic pathways that are 

activated by unchecked chronic hyperglycaemia and change the 

cellular metabolic state. AGEs induce the production of 

cytokines such IL-1, IL-6, IL-17, TNF, C reactive protein, and 

chemokines like CCL-2 and CXC by macrophages and microglia 

[93]. Additionally, cells that are hyperglycaemia-sensitive, like 

endothelial cells, react by producing more mitochondrial ROS 

and RNS and creating more vascular adhesion molecules. 

Persistent hyperglycaemia also alters the glycosylation of myelin 

proteins and, as a result, their antigenicity, leading to increased 

infiltration and activation of neutrophils, macrophages, and 

monocytes as well as the formation of ROS. Metabolically 

generated ROS emission in diabetic leukocytes is more 

impulsive and dysregulated than ROS generation in the anti-

microbial response, which is well-regulated. Oedema, 

inflammation, and cell necrosis are caused by macrophage 
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infiltration, which also exacerbates damage to the myelin sheath 

and raises axon excitability. [93,134,135]. The Nrf-2 pathway 

has been demonstrated to be repressed in these circumstances, 

which results in a downregulation of the expression of 

antioxidant genes [135]. Therefore, prolonged high glucose 

levels trigger a vicious cycle of neuroinflammation, oxidative 

stress, and microvasculitis at nerve sites, damaging peripheral 

nerves and resulting in a wide spectrum of sensori-motor 

symptoms. 

 

Charcot-Marie-Tooth Disease (CMT)  
 

The most prevalent hereditary disorder of the PNS is the 

heterogeneous set of illnesses known as Charcot-Marie-Tooth 

(CMT) disease. Lesions in the myelin (CMT1) or axons (CMT2) 

are the signs of genetic alterations, which can also cause sensory 

disturbances and distal muscular weakening [137]. There have 

been reports of the presence of neuroinflammation in both 

demyelinating and axonal CMT. Myelin gene mutations 

associated with CMT1 cause SC cytotoxicity, impaired 

myelination, and ultimately nerve pathology. It's interesting to 

note that research using CMT1X, CMT1A, and CMT1B mouse 

models revealed that mutant SC express MCP-1/CCL2 via the 

MEK-ERK signalling pathway, which directs pathogenic 

macrophage invasion. The CSF-1-expressing fibroblasts and 

endoneurial macrophages in the sick nerve were also found to 

make significant cell-cell connections, which raised greater 

concerns about the intricate cellular and molecular interactions in 

peripheral nerves [138]. On the other hand, axonal CMT is 

brought on by mutations in the gene for the mitochondrial 

protein GDAP1 (Ganglioside-induced differentiation-associated 

protein 1), which is also linked to elevated levels of 

inflammatory mediators and ROS [139]. Additionally, oxidative 

stress has been mentioned in relation to CMT1A patients [140] 

and the rat model [85], raising the possibility that it contributes 

to the disease process. However, in the case of CMT disease, the 

connection between oxidative stress and macrophages has not 

yet been proven. 
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Macrophages in Therapy  
 

What about the therapeutic potential of macrophages and 

microglia? Indeed monocyte/macrophage modulation has 

therapeutic potential for treating a variety of pathologies, 

including cancer, metabolic, autoimmune, and 

neuroinflammatory illnesses, as well as for regenerative 

medicine, thanks to the divergence in these phenotypes. This 

strategy has already been the focus of in-depth research. Indeed, 

targeting the CNS microglia is much more advanced than that of 

PNS macrophages. Many preclinical studies have been very 

promising and have led to a relatively big number of completed 

or recruiting clinical trials [141]. Diagnostic and therapeutic 

trials regarding the implication of microglia in MS, Alzheimer’s 

disease, and traumatic brain injury are being carried out 

(clinicaltrials.gov). 

 

On the other hand, cell therapy using ex vivo-activated 

macrophages or the administration of chemicals and biomaterials 

to modify the accumulation and behaviour of endogenous 

macrophages are two potential therapeutic approaches [142]. By 

modifying the action of inflammatory cytokines and 

transcription factors, attempts have also been made to promote 

an anti-inflammatory M2-like phenotype or inhibit a pro-

inflammatory M1-like phenotype. Anti-IL-1 antibodies have 

been demonstrated to enhance the M2-like phenotype and 

downregulate the M1-like phenotype in diabetic rats, enhancing 

wound healing [143]. Similar to this, topical administration of 

PPAR-agonists—which are known to encourage an M2-like 

phenotype [77]—improved wound healing in diabetic mice 

[144]. Similar results have been observed in rats with spinal cord 

injuries treated with systemic M-CSF treatment [145]. Similarly, 

implanting dental pulp stem cells reduced diabetic 

polyneuropathy and reduced inflammation in rat sciatic nerves 

by encouraging macrophage polarization toward an anti-

inflammatory phenotype [146]. 

 

In CMT1A mouse model (C61 mouse), macrophage ablation by 

treatment with inhibitor of CSF-1R, PLX5622, failed to mitigate 

neuropathological changes when treatment started at 3 months of 
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age [147]. However, genetic inactivation of CSF-1 in these mice 

resulted in lower endoneurial macrophage numbers and 

alleviated the neuropathy. Afterwards, lactating mothers of 

CMT1A mice were treated with chow containing PLX5622, 

followed by treatment of the respective new-borns after weaning 

until the age of 6 months by PLX5622. The authors [148] found 

out that CMT1A symptoms were substantially alleviated after 

early postnatal treatment, leading to preserved motor function in 

CMT1A mice. Additionally, macrophage reduction had an 

impact on the changed phenotype of Schwann cell 

differentiation. 

 

Data from the PNS are currently insufficient in a clinical setting. 

However, some clinical information has been gathered through 

tests in several organ systems. In both animal and human 

investigations, novel therapeutic approaches based on one or 

more targets in this network (e.g., inhibiting 

microglia/macrophage activity, reducing oxidative stress, 

blocking MMPs, and anticoagulants) showed promise in 

preventing or lessening the symptoms of CIPN [149]. By 

changing the polarization of macrophages from an M1 to an M2 

profile, for instance, niacin therapy in Parkinson's disease 

patients was associated with an enhanced quality of life [150]. 

Additionally, it has been demonstrated that patients suffering 

from heart failure or stroke benefit from receiving ex vivo-

activated autologous M2 macrophages [151,152]. Although 

clinical trials are currently lacking, numerous experimental and 

clinical studies have demonstrated a protective function for MIF 

in GBS [118]. Many clinical trials have utilized macrophage-

related variables as primary or secondary clinical outcomes or 

biomarkers, such as cytokine secretion (for example 

NCT03321955). 

 

Conclusion and Discussion  
 

The fact that many tissue-resident macrophages do not directly 

derive from monocytes is now widely acknowledged. In fact, a 

portion of the tissue-resident macrophage pool, which is seeded 

during pregnancy, is contributed by the provision of monocytes 

during homeostasis [153]. But regardless of where macrophages 
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come from, the tissue-specific local environment is now 

understood to be the most effective regulator of their phenotype. 

The daily function, maintenance, population density, and 

interaction with the surrounding microenvironment (or niche) are 

some of the concepts put out to explain macrophage 

differentiation [1]. These arguments highlight the intricacy and 

diversity of these immune cells in tissue. For instance, 

macrophage heterogeneity within a single tissue may be 

understated in part as a result of the difficulties in examining 

small cell subsets and the potential for sample contamination by 

other cells. These restrictions are currently being overcome by 

new sophisticated single-cell sequencing and destiny mapping 

techniques, which are making a significant contribution to the 

field. 

 

Peripheral nerve injuries result in the recruitment of monocytes 

to the area of injury and the activation of local macrophages. 

Neuroinflammation refers to a group of processes that can either 

improve or impair nerve function. Although PNS axons have the 

ability to regenerate damaged tissue, clinical experience attests 

to pathological tissue remodelling and unsatisfactory functional 

recovery. These results are a result of the intricate interactions 

between SCs, the axon, macrophages, and endoneurial 

fibroblasts. It's possible to mistakenly believe that nerve 

regeneration in the PNS is less invasively needed than in the 

CNS [9]. However, the age of the patient, the length of time 

before treatment, the type, location, and severity of the damage, 

as well as the recruitment of non-neuronal cells are all local 

factors that affect PNS regeneration. Several studies are being 

carried out on how to use neuroinflammation to our advantage 

by polarizing macrophages into their regulatory/anti-

inflammatory phenotype or by promoting the removal of debris. 

In addition, it is important to note that the interactions between 

the four local cell types previously discussed appear to be vital in 

both healthy and pathological circumstances, making them a 

promising but difficult target for possible therapies. In the future, 

by focusing on both neuroinflammatory and oxidative stress 

pathways, study into the manipulation of macrophage phenotype 

may provide strategies to reduce and reverse damages to 

peripheral nerves or brain. 
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Finally, neuroinflammation seems to be a crucial landmark in 

both central and peripheral neuropathies. Applying the newest 

research methods (single cell analysis, fate mapping) to the PNS 

will undoubtedly yield useful data about the geographical, 

temporal, and functional distribution of tissue macrophages, 

despite their current limitations in comparison to their more 

extensive use in the research of CNS cells. In the setting of a 

pathological condition, these traits are anticipated to be 

considerably more complicated. As there is a paucity of 

information on this subject, further research into macrophage 

recruitment and origin in diseased situations is an intriguing 

topic. Furthermore, more research is needed to confirm the 

current hypothesis that macrophages regulate inflammatory 

responses and pain signals through interactions with primary 

sensory neurons in peripheral tissues and the DRG. The 

widespread distribution of peripheral nerves across different 

tissue compartments presents another difficulty in investigating 

macrophages connected to the PNS; as a result, nerve-associated 

macrophages are exposed to varied environmental signals. In 

fact, epigenetic imprinting cannot be detected using 

transcriptomic or proteomic methods, making it necessary to 

combine several methods to determine the state of the chromatin. 
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Introduction  
 

This chapter focuses on PAMR1 (Peptidase domain containing 

Associated with Muscle Regeneration 1), a secreted multi-

domain protein, which was first considered as a putative tumor 

suppressor in breast cancer in 2015 [1]. It was formerly named 

RAMP (Regenerative Associated Muscle Protease), because of 

its C-terminal trypsin-like domain and increased expression 

during muscle regeneration of injured muscles in mice [2]. After 

a structural description of PAMR1 (protein structure, isoforms 

and glycosylation), we will focus on its expression, role and 

potential mechanisms of action in cancer. We also will consider 

point mutations found in cancer and affecting all potential 

glycosylation sites of human PAMR1. 
 

PAMR1: A Multidomain Protein  
 

PAMR1 is a secreted multi-domain glycoprotein formed of five 

domains: an N-terminal Cubilin domain referred to as CUB 

(Complement C1r/C1s, Uegf, Bmp1), a unique EGF-like 

domain (Epidermal growth factor-like domains or ELD), two 

Sushi domains (Sushi 1 and 2) and C-terminal Peptidase S1 

domain (Figure 1).  
 

 
 

Figure 1 : Predicted structural model of human PAMR1 canonical isoform 1 

(AF-Q6UX9-F1-MODEL_V4.PDB) using AlphaFold (https://alphafold.ebi.ac. 

uk/). Boundaries of each colored protein domain were defined according 

information found in Uniprot database (https://www.uniprot.org/). 
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The CUB domain is a 110 residue-long extracellular domain, 

which is found in plasma-membrane and extracellular proteins. 

CUB-containing-proteins are involved in various functions 

(complement activation, tissue repair, cell signaling...) and also 

in tumor suppression [3,4], such as SCUBE2 (Signal peptide, 

CUB, and EGF-like domain-containing protein 2) [5]. In 

addition to a CUB domain, PAMR1 and SCUBE2 contain one 

and nine EGF-like domains respectively. EGF-like domains, 

which usually comprise about 30 to 40 amino-acid residues and 

are stabilized by three disulfide bonds, are often involved in 

protein-protein interactions [6], such as for those between 

NOTCH receptors and their ligands [7]. Indeed, CUB and EGF-

like domains were shown to be involved in tumor suppressor 

activity of SCUBE2, through protein interactions with Bone 

Morphogenetic Proteins (BMPs) and E-cadherin respectively 

[8].  
 

Sushi domains exist in a wide variety of complement and 

adhesion proteins but are also found in potential tumor 

suppressors such as SUSD4 (Sushi domain-containing protein 4) 

[9] and CSMD1 (CUB and Sushi Multiple Domains 1) [10].  

 

The peptidase S1 domain is predominately found in serine 

proteases. Using Swiss-model server (https://swissmodel. 

expasy.org/), we found that this domain within human PAMR1 

isoform 1 shared 26.53% identity with thrombin heavy chain, 

which is a serine protease composed of a “catalytic triad” in its 

active site. The structural model built with thrombin as a 

template for the peptide S1 domain of human PAMR1 shows a 

potential catalytic triad (Figure 2) with three key residues very 

close in space, namely a histidine at position 504, an aspartic 

acid at position 560 and a threonine (instead of serine as found 

in thrombin at this position) at position 665.  
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Figure 2 : Predicted structure of human PAMR1 trypsin-like domain. The 

peptidase S1 domain of human PAMR1 (445-720) was built using Swiss-model 

Server with the X-ray structure of human thrombin (PDB 7SR9) used as a 

template. The three residues (H504, D560, T665) are spatially close and at the same 

locations as residues composing the catalytic triad (H57, D102, S195) of thrombin. 
 

Although related to peptidase S1 family, PAMR1 might have no 

protease activity due to the presence of a threonine residue at 

position 665 instead of the conserved serine residue. However, 

some proteins like TSP50, which is homologous to serine 

proteases, have also a threonine in their catalytic triad [11]. This 

threonine catalytic site was shown to be essential for TSP 

protease activity [11] and its function in cell proliferation [12]. 

Although the threonine residue is known to be substantially less 

nucleophilic than a serine residue, it might be interesting to 

determine whether or not PAMR1 might have a protease 

activity. No evidence in the literature supports this hypothesis. 
 

PAMR1 and Isoforms  
 

There are several human PAMR1 transcripts coding for different 

isoforms (ENSEMBL database), some of which are well 

described, and others are predicted. By referring to the UniProt 

database, three human PAMR1 isoforms (named Iso 1-3) were 

described and obtained by alternative splicing (Figure 3). 
 



Immunology and Cancer Biology 

5                                                                                www.videleaf.com 

 
 

Figure 3 : Representation at scale of human PAMR1 isoforms, according to 

data available in the Uniprot (www.uniprot.org/) and Ensembl 

(www.ensembl.org/) databases. Three main protein isoforms are described: 

Iso 1 (canonical isoform), Iso 2 and Iso 3 (named Iso1 CUB). Iso 2 is 

distinguished from Iso 1 by the presence of 17 additional residues (red line) 

between the EGF-like domain (ELD) and Sushi 1 domains. The 4 other 

potential isoforms are: Iso 1 PS (without signal peptide), Iso1 ELD (only ELD 

is present), Iso 2 PS (without signal peptide) and Iso CES1 (without the 

CUB, ELD and Sushi1 domains).  
 

Isoform 1 (Iso 1) is considered as the canonical form with a non-

mature 720 amino acid (aa) sequence. After cleavage of its 

signal peptide (21 aa), Iso 1 does not have more than 699 amino 

acid residues and its theoretical molecular weight (MW) is 

77849.95 Da. Isoform 2 (Iso 2) differs from Iso 1 by the 

presence of 17 additional aa at position 274 (737 aa) following 

the EGF-like domain (ELD). Iso 2 is therefore composed of 716 

aa after cleavage of its signal peptide and its theoretical MW is 

79593.93 Da. Isoform 3 (Iso 3) differs from Iso 1 by lacking the 

CUB domain (Iso1 ∆CUB), it is of 609 aa and 67541 Da of MW. 

Other described or potential isoforms exist, Iso 1 without signal 

peptide (Iso 1 ∆SP) or with only the EGF-like domain called 

ELD (Iso 1 ELD). For Iso 2, there would also be an isoform 

without signal peptide (Iso2 ∆SP). Finally, there would be an 

isoform with only the Sushi 2 and peptidase S1 domains (Iso 

∆CES1). If the Iso 1 ∆SP and Iso 2 ∆SP isoforms are indeed 

expressed by cells, it can be expected that they would encode 

non-secreted isoforms of PAMR1 due to the absence of a signal 

PS CUB ELD Sushi 2Sushi 1 Peptidase S1

PS CUB ELD Sushi 2Sushi 1 Peptidase S1

Iso 1

Iso 2

CUB ELD Sushi 2Sushi 1 Peptidase S1
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Iso 3 (Iso 1 CUB)
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609 aa

Iso 1 ELD

PS ELD

177 aa

Sushi 2 Peptidase S1
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peptide. We can wonder what would be the exact location and 

role of these intracellular isoforms. 
 

PAMR1 is a Glycoprotein with N- and O-

glycans  
 

Human PAMR1 possesses several potential N- and O-

glycosylation sites, as predicted by NetNGlyc, NetOGlyc 

databases and the presence of consensus sequences of O-

glycosylation within its EGF-like domain (Figure 4). 
 

Although possessing five N-glycosylation consensus sequences 

of the type Asn-Xaa-(Ser/Thr), only four sites are predicted by 

the NetNGlyc server [13] to be occupied by N-glycans on 

asparagine residues at positions 96, 279, 451 and 614. Except 

Asn 96, the three others are located within domains of PAMR1, 

namely Sushi and Peptidase S1 domain. In humans, N-glycans 

are mainly sialylated and fucosylated complex-type N-glycans as 

shown in Figure 4, with two, three or four antennae. Although 

PNGase F treatment showed the presence of N-glycans on 

PAMR1, we have not determined yet the number nor the 

structure of these N-glycans. The presence of these N-glycans 

could be required for PAMR1 folding and/or secretion. 
 

Different types of O-glycosylation are predicted for human 

PAMR1. Concerning secreted glycoproteins like PAMR1, the 

most common O-glycosylation is mucin-type O-GalNAc 

glycosylation, for which there is no defined consensus sequence 

yet but which can be predicted using NetOGlyc [13]. For human 

PAMR1, 18 sites are predicted with most of them within Sushi 2 

and inter-Sushi region (Figure 4) but the occupation of these 

glyco-sites must be experimentally demonstrated. However, the 

most relevant predicted O-GalNAc glyco-sites are those between 

the two Sushi domains because mucin-type O-glycosylation is 

often found in not structured proline-rich protein regions. The 

simplest form of mucin O-glycans is formed of attached GalNAc 

to the serine or threonine. This O-GalNAc can be extended by 

various sugar moieties (galactose, N-acetylglucosamine and 

sialic acid), forming different “core” structures that are counted 

to be 8 cores [14]. An example: Galβ1-3GalNAc- is the most 

common O-GalNAc and is referred to as core 1.  
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Figure 4 : Representation at scale of multi-domain human PAMR1 and its 

potential N- and O-glycosylation sites, predicted according to NetNGlyc-1.0 

and NetOGlyc-4.0 databases or linked to presence of consensus sequences. An 

example of sialylated and fucosylated complex-type N-glycan with two 

antennae found in human glycoproteins is shown. Among the eight structures 

known for O-GalNAc mucin-type glycosylation, Core 1-4 are the most 

abundant ones and can be elongated and terminated with fucoses and/or sialic 

acids. The EGF-like domain of human PAMR1 exhibits three consensus 

sequences, for specific addition of O-Glucose, O-Fucose and O-GlcNAc. As 

shown in inserts, these O-linked monosaccharides can be elongated or not by 

other monosaccharides. 

 

Despite a prediction of one O-GalNAc site in the EGF-like 

domain (see Table I), it is unlikely that a residue would actually 

be attached as this has never been shown for Notch receptors 

having 29-36 EGF-like repeats [15]. However, other rare O-

glycosylations with well-defined consensus sequences can be 

found in EGF-like domains such as O-Glucose, O-Fucose and O-

GlcNAc type glycosylations. Human PAMR1 exhibits the three 

consensus sequences within its EGF-like domain. 
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O-Glucosylation is less familiar than most O-linked 

glycosylation, it refers to the attachment of O-Glucose to 

Epidermal growth factors repeats (EGF-like) of proteins, 

especially NOTCH receptors. It is mediated by 

O-Glucosyltransferases, including POGLUT1 known to add O-

Glucose on serine of consensus sequence C1-X-S-X-(P/A)-C2 of 

EGF-like domain. O-Glucosylation is crucial for the regulation 

of NOTCH trafficking [16]. Human PAMR1 exhibits a potential 

O-Glucosylation site within its EGF-like domain at Serine 241 

between C1 and C2 (Figure 4) but doesn’t possess the consensus 

sequence for specific addition of Glc between C3 and C4 of the 

EGF-like domain, mediated by ER (endoplasmic reticulum)-

resident POGLUT2/3 [17]. In some cases, O-Glucose can be 

elongated by xylose residues [18]. 

 

O-Fucose can be added on consensus sequences of EGF-like 

repeats and Thrombospondin Type 1 Repeats (TSRs) in properly 

folded proteins, following specific action of ER-resident Protein 

O-Fucosyltransferase 1 (POFUT1 or FUT12) [19,20] and Protein 

O-Fucosyltransferase 2 (POFUT2 or FUT13) [21,22] 

respectively [23]. POFUT1-mediated O-Fucosylation occurs on 

serine and threonine of the following consensus sequence C2-

XXXX-(S/T)-C3 of an EGF-like domain, as it is the case for 

human PAMR1 which possesses a potential O-Fucosylation site 

at threonine 249 (Figure 4). This O-Fucose can be elongated, in 

some cases, by successive additions of GlcNAc, Gal and sialic 

acid to form a sialylated tetrasaccharide O-Fucosylglycan [24]. It 

is well known that O-Fucose added by POFUT1 car modulate 

protein-protein interactions. Indeed, the O-Fucosylation of EGF-

like repeats within the extracellular domains of NOTCH 

receptors modulates the receptor–ligand interactions, which are 

essential for activation of NOTCH signaling [25]. 

 

Another O-linked glycosylation found in EGF like domains of 

glycoproteins is O-N-Acetylglucosamine (O-GlcNAc) added by 

ER-resident EGF-domain specific O-GlcNAc transferase 

(EOGT). The O-GlcNAc added on NOTCH1 by EOGT was 

shown to promote Notch signaling by enhancing its interaction 

with mammalian DLL ligands [26]. EOGT mediated O-GlcNAc 

addition occurs on serine or threonine of the consensus sequence 
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C5XXGX(S/T)GXXC6 [27] of an EGF-like domain. As shown in 

Figure 4, the threonine 267 of human PAMR1 exhibiting the 

sequence C5LAGYTGQRC6 is thus a potential O-GlcNAcylation 

site. Interestingly, the occupation of this threonine 267 by an 

O-GlcNAc was experimentally demonstrated by mass 

spectrometry [28]. 

 

By Copper-catalyzed Azide-Alkyne Cycloaddition referred to as 

click chemistry and target mass spectrometry, we demonstrated 

that mouse PAMR1 (homolog to human PAMR1 isoform 1) was, 

as expected, composed of a unique triple-modified EGF-like 

domain with O-Glucose, O-Fucose and O-GlcNAc [29]. 

 

The role of all these glycosylations is not known but they could 

be important for the folding and the secretion of PAMR1 but 

also for its interactions with other protein partners. It is therefore 

interesting to know whether these different potential or proven 

glycosylation sites could be affected in cancer. 

 

Alteration of the Glycosylation Sites of Human 

PAMR1 in Cancer  
 

BioMuta database (BioMuta v4.0), which is a single-nucleotide 

variation and disease association database, contains 

non-synonymous single-nucleotide variations associated with 

cancer. All alterations of the glycosylation sites of human 

PAMR1 occurring in cancer, either by change of keys residues 

(Asn, Ser, Thr) or change of keys residues in consensus 

sequences, are presented in the following table.  
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Table I: Point mutations found in cancer, affecting N- and O-glycosylation sites 

found in human PAMR1 or key residues in consensus sequences of 

glycosylation. 

 

 
 

There is no variation listed in the Biomuta database concerning 

the asparagine residues potentially bearing N-glycans, namely 

N96, N279, N451 and N614. On the other hand, the T453A mutation 

causes the loss of the N-glycosylation site N451IT in uterine 

cancer. This variation is predicted to be benign by BioMuta. 

However, if we consider that this asparagine N451, located in the 

peptidase S1 domain, is really occupied, it is possible that the 

loss of the N-glycan at this position impacts the folding and/or 

the secretion of the protein or even its activity. 

 

Concerning mucin-type O-GalNAc glycosylation, only the sites 

with scores higher than 0.5, predicted as glycosylated by 

NetOGlyc, are listed in the table. Occupancy of these O-

glycosylation sites can change in vivo, depending on the cells 

expressing the protein. In addition, some local regions in a 

protein are more likely to carry O-GalNAc than others. By 

example, the presence of O-GalNAc site is predicted within the 

EGF-like domain of human PAMR1 at S257. Regarding NOTCH 

Type of glycosylation Predicted Occupation Location Ref. residue Position Alt. residue Variation Cancer type Functional predictions

N-glycan Yes (N
96

GS) Asn 96 none

O-Glc Yes (CSS
241

SPC) EGF-like Ser 241 none

O-Fuc Yes (CFHDGT
249

C) EGF-like Thr 249 Lys T249K Liver cancer probably damaging

O-Fuc Yes (CFHDGT
249

C) EGF-like Thr 249 Met T249M Melanoma probably damaging

O-GalNAc Never detected in EGF-like EGF-like Ser 257 none

O-GlcNAc Yes (CXXGXT
267

GXXC)* EGF-like Thr 267 none

No EGF-like Gly 265 Cys G265C Uterine cancer probably damaging

N-glycan Yes (N
279

CS) Sushi 1 Asn 279 none

O-GalNAc Yes (T
294

, NetOGlyc) Sushi 1 Thr 294 none

N-glycan No (N
316

NS) Sushi 1 Asn 316 none

O-GalNAc Yes (T
328

, NetOGlyc) Sushi 1 Thr 328 none

O-GalNAc Yes (S
352

, NetOGlyc) Ser 352 Leu S352L Melanoma probably damaging

O-GalNAc Yes (S
366

, NetOGlyc) Ser 366 none

O-GalNAc Yes (S
376

, NetOGlyc) Ser 376 none

O-GalNAc Yes (S
380

, NetOGlyc) Ser 380 none

O-GalNAc Yes (S
386

, NetOGlyc) Ser 386 none

O-GalNAc Yes (T
389

, NetOGlyc) Sushi 2 Thr 389 none

O-GalNAc Yes (T
408

, NetOGlyc) Sushi 2 Thr 408 Ala T408A Kidney cancer probably damaging

O-GalNAc Yes (S
416

, NetOGlyc) Sushi 2 Ser 416 none

O-GalNAc Yes (S
424

, NetOGlyc) Sushi 2 Ser 424 none

O-GalNAc Yes (S
425

, NetOGlyc) Sushi 2 Ser 425 Arg S425R Sarcoma probably damaging

O-GalNAc Yes (T
428

, NetOGlyc) Sushi 2 Thr 428 none

O-GalNAc Yes (T
432

, NetOGlyc) Sushi 2 Thr 432 none

O-GalNAc Yes (S
436

, NetOGlyc) Sushi 2 Ser 436 none

O-GalNAc Yes (S
441

, NetOGlyc) Sushi 2 Ser 441 none

N-glycan Yes (N
451

IT) Peptidase S1 Asn 451 none

No Peptidase S1 Thr 453 Ala T453A Uterine cancer benign**

N-glycan Yes (N
614

DT) Peptidase S1 Asn 614 none

O-GalNAc Yes (S
672

, NetOGlyc) Peptidase S1 Ser 672 none

* demonstrated experimentally (Alfaro et al., 2012)

** functional prediction according the change of Thr into Ala 
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receptor, which contains a large number of EGF-like repeats (29-

36), mucin-type O-glycosylation can be present but always 

outside the EGF-like repeats [15]. 

 

The regions most likely to carry this type of modification are 

destructured and prolin-rich regions such as that between the two 

Sushi domains (region 345-386) of human PAMR1. This region 

matches the sequence below and contains 5 serine residues with 

each of them predicted as an O-GalNAc site, 3 proline residues 

and unpredicted threonine T369. 

 

ACREPKIS352DLVRRRVLPMQVQS366RETPLHQLYS376AAF

S380KQKLQS386 

 

The S352L mutation found in melanoma, probably damaging, 

could thus lead to the elimination of O-GalNAc or extended O-

GalNAc glycan important for the secretion and/or activity of 

human PAMR1.  

 

If taking account the nine predicted O-GalNAc sites in the Sushi 

2 domain and predicted structure of human PAMR1 by 

Alphafold (Figure 1), seven of them are relevant since located in 

unstructured regions, without periodic secondary structures 

including T408 and S425, for which there is variation in cancer 

(T408A in kidney cancer and S425R in sarcoma). 

 

Human PAMR1 also contains an EGF-like domain, which is a 

protein domain often involved in protein-protein interactions and 

which potentially bears three O-linked monosaccharides 

(O-Glucose, O-Fucose and O-GlcNAc) like mouse PAMR1 [29] 

or corresponding extended O-glycosylglycans capable of 

modulating these interactions. The T249K and T249M mutations 

found in liver cancer and melanoma, respectively, target the 

potential O-Fucosylation site, while the G265C mutation found 

in uterine cancer affects the consensus sequence for the addition 

of an O-GlcNAc. Besides the amino acid change, the loss of O-

Fucose or O-GlcNAc on the EGF-like domain is probably 

damaging for PAMR1 function. 
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Expression of PAMR1 in Normal and Cancer 

Tissues  
 

Little is known about the expression of PAMR1 in normal and 

malignant/cancerous tissues, as well as its role in different 

tissues/cell lines. PAMR1 is a low-tissue-specific protein. It is 

known to be overexpressed in cervical and endocervical tissues 

at its mRNA level. It is recorded to be highly present in the 

serum and gallbladder at its protein level (Gene card database). 

The analysis of Lo et al, to 27 normal tissues, showed that the 

highest expression of PAMR1 transcriptome is found in brain, 

bladder, aorta, and colon tissues, with lower expression in breast 

and skeletal tissues of both isoforms 1 and 2 [1]. On the other 

hand, no data are available concerning PAMR1 expression in 

embryonic and stem cells.  

 

RNA Seq data concerning PAMR1 expression in tumoral tissues 

from patients versus normal ones can be found in the Firebrowse 

database (Figure 5).  

 
 
Figure 5: Expression of PAMR1 in normal and tumoral cancer samples from 

TCGA Firebrowse database (http://firebrowse.org/). PAMR1’s expression is 

downregulated in many cancers such as breast invasive carcinoma (BRCA), 

Cervical and Endocervical Cancers (CESC), Colon Adenocarcinoma (COAD), 

Colorectal Adenocarcinoma (COADREAD) and Rectal Adenocarcinoma 

(READ). 

 

According to data from Firebrowse, PAMR1 is downregulated in 

tumoral tissues of several cancers including BRCA (Breast 

invasive carcinoma), CESC (Cervical and Endocervical 
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carcinoma), LIHC (Liver hepatocellular carcinoma) confirming 

earlier research on breast [1], cervical [30], hepatocellular [31] 

cancers, as well as for cutaneous squamous cell carcinoma [32]. 

Recently, we also confirmed PAMR1 downexpression in 

colorectal cancer [33], consistent with public data from 

Firebrowse concerning COAD (Colon Adenocarcinoma), READ 

(Rectal Adenocarcinoma) and COADREAD (Colorectal 

Adenocarcinoma). 

 

PAMR1 could be, as well, overexpressed in some/exceptional 

tumoral tissues such as the case of KIRC (Kidney renal clear cell 

carcinoma), PCPG (Pheochromocytoma, and Paraganglioma), 

and SKCM (Skin Cutaneous Melanoma), and also meningioma. 

On the other hand, data is missing for PAMR1’s expression in 

the following cancers: ACC (Adrenocortical Carcinoma), DLBC 

(Lymphoid Neoplasm Diffuse Large B-cell Lymphoma), LAML 

(Acute Myeloid Leukemia), LGG (Brain Lower Grade Glioma), 

MESO (Mesothelioma), OV (Ovarian Serous 

Cystadenocarcinoma), TGCT (Testicular Germ cell Tumors), 

UCS (Uterine Carcinosarcoma), and UVM (Uveal Melanoma). 

All these differences of PAMR1 expression according to the 

considered cancer type could be correlated to potentially 

different roles of this glycoprotein in normal different cell types 

before their malign transformation. 

 

PAMR1 as a Potential Tumor Suppressor  
 

Recent studies showed a reduced expression of PAMR1 in breast 

[1] and cervical [30] cancers. Different mechanisms could 

explain this very low expression of PAMR1 in cancer such as 

epigenetic silencing. Indeed, PAMR1 was shown to be down-

expressed by promoter hypermethylation in breast cancer, such 

as other tumor-suppressor genes including APC, BRCA1, p16, 

P21 and TIMP3 [1].  

 

Since a long time, DNA methyltransferase inhibitors such as 5-

aza-2’ deoxycytidine (also named decitabine [34]) are used for 

DNA demethylation inducing reactivation of epigenetically 

silenced tumor suppressor genes. In addition, the use of 

decitabine was shown to lead to cell cycle arrest (G2/M phase) 
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and apoptosis in human cancer cells [35]. Due to its anti-cancer 

properties, decitabine was thus used in cancer chemotherapy in 

different cancers such as lung cancer [36], leukemia [37] and 

gastric cancer [38]; sometimes in combination of inhibitors of 

deacetylation [39]. In gastric cancer, decitabine led to inhibition 

of tumor cell proliferation and up-regulation of E-cadherin [38].  

 

Due to its recovered expression by decitabine and its suppressor 

role of cancer cell growth, PAMR1 was regarded as a potential 

tumor suppressor gene in breast cancer [1]. PAMR1 was also 

shown to be downregulated in cervical cancer and correlated 

with favorable prognosis [30]. In this latter study, cervical cancer 

cell proliferation, migration, and invasion were shown to be 

increased after PAMR1 knockdown by siRNA in HeLa and 

Me180 cells and on the contrary decreased following its 

overexpression. These data, in addition to more recent data on 

colorectal cancer [33], reinforce the idea that PAMR1 is indeed a 

tumor suppressor gene. 

 

PAMR1 Inhibits Myc and mTORC1 Signaling 

Pathways  
 

Cancer’s molecular alterations are intricate and induce alteration 

in numerous signaling pathways. Recently, it was revealed by 

Yang et al. that PAMR1 could be involved in the suppression of 

MYC and mTOR signaling pathways [30]. MYC is a proto-

oncogene activated among others by the MAPK pathway, which 

plays a role in favoring proliferation, migration, apoptotic 

resistance, and angiogenesis. MYC has many properties: it can 

regulate the transcription of other genes and stabilize mRNA and 

proteins [40]. When it is positively deregulated, it will activate 

the transcription of target genes which will have a favorable 

effect on tumorigenesis and tumor progression [41]. mTOR, a 

serine/threonine kinase protein, is activated by the PI3K/AKT 

pathway involved in the same biological processes as the MAPK 

pathway [30]. mTOR is known also to activate the metastatic 

cascade in cancers. SIN1 and MLST8 are two subunits of 

mTORC1 and mTORC2 that promote cell migration and 

invasion. The regulation of ULK1 by PAMR1, a mTORC1 
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negative regulator, as well as SIN1 and MLST8, could suppress 

cell migration and invasion in cervical cancer.   

 

Conclusion  
 

PAMR1 is a secreted multi-domain N- and O-linked 

glycoprotein, which was initially discovered as a potential actor 

in muscle regeneration [2] and later as a potential tumor 

suppressor in breast cancer, where its expression was 

epigenetically silenced by promoter hypermethylation [1]. In 

addition of an anti-proliferative role in breast [1] and colorectal 

[33] cancer, PAMR1 exhibited a negative effect on migration 

and invasion of cervical cancer cell lines [30]. Although PAMR1 

was able to inhibit Myc and mTORC1 signaling pathways, the 

precise molecular mechanism by which PAMR1 exerts its action 

is still unclear. Among its potential roles, PAMR1 might have an 

anti-protease activity due to the presence a threonine (less 

nucleophile than serine) at position 665 in its C-terminal trypsin-

like domain, instead of serine residue usually found in the 

catalytic triad at this position. If PAMR1 indeed possesses even 

weak proteolytic activity, one can wonder about its protein 

targets. 

 

To exert its specific action on proliferation and other cell 

properties, PAMR1 might be involved in protein-protein 

interactions with extracellular and/or membrane protein partners 

via its CUB and EGF-like domains. By analogy with the 

SCUBE2 protein, which contains CUB and EGF-like domains 

and also exhibits anti-tumor activity toward breast cancer cells 

[42], PAMR1 could interact with a surface membrane protein 

such as E-cadherin [5] and affect signaling pathways as 

mentioned above. However, the protein partners of PAMR1 are 

not known and remain to be discovered depending on the tumor 

context. 
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Abstract  
 

Extracellular vesicles (EVs) are lipid-bound vesicles that contain 

proteins, receptors, and nucleic acids from their cells of origin. 

EVs have emerged as key players in intercellular communication 

and are involved in several physiological and pathological 

processes including cancer. Cancer cells secrete EVs, which 

promote cell growth and survival, angiogenesis, metastasis, and 

immunosuppression, thereby contributing to cancer progression. 

EVs also serve as diagnostic biomarkers for cancer development 

and treatment efficacy. Additionally, EVs can be harnessed as 

drug delivery systems because of their ability to target specific 

cells and tissues. This review provides an overview of the 

current understanding of the role of EVs in cancer progression, 

and highlights their potential as diagnostic and therapeutic tools 

for cancer treatment. 
 

Introduction: Extracellular Vesicles Definition 

and History  
 

Extracellular vesicles (EVs) are lipid-bound vesicles that are 

secreted by all cells into the extracellular space [1,2]. They do 

not contain a functional nucleus, and therefore cannot replicate 

[3]. Although EVs were not recognized for their enzymatic and 

functional potential until the 1980s and 1990s [4], what we refer 

to now as EVs,  have been observed before that time and in 

different physiological settings, especially in the field of platelet 

biology where they were referred to as “platelet dust” in 1967 

[5]. In 1993, Lee et al. described the phenomenon of elevated 

microparticles in transient brain ischemia and other infarctions. 

The same phenomena have been discovered in multiple other 

diseases, such as angina and Crohn's disease. Such discoveries 

increased the interest in EVs, and more research involving their 

role in different diseases immerged [4].  
 

In 1996, Raposo et al. showed that EV released from immune 

cells can present antigens [6], which sparked further interest and 

research in the field of EV, where they were shown to have 

functional roles in biological processes, the potential to be used 

as biomarkers, and potential in therapeutics [4]. With the recent 

discovery in 2006-2007 that EVs contain mRNA and 
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microRNA, they have gained new interest as mediators of cell-

to-cell communication [5].   
 

Data have shown that the contents, size ranging from 30 to 

10000 nm in diameter, and membrane composition of EVs are 

heterogeneous and differ depending on the cell source and 

environmental conditions. Currently, there are three defined 

types of EVs: (a) apoptotic bodies, (b) cellular microvesicles, 

and (c) exosomes [7,8]. As such, the primary focus of this review 

will be on the different types of EVs and their roles in tumor 

development and therapeutics.  
 

Extracellular Vesicles Subtypes  
 

EVs are lipid vesicles with a spheroidal shape, containing 

membrane and cytosolic proteins, receptors, and nucleic acids 

originating from their cells of origin [9]. EVs are typically 

released by all cell types and play a major role in cell-to-cell 

communication by transferring biological information between 

cells. In general, cells release different EVs, with the most 

common subtypes being exosomes, microvesicles, and apoptotic 

bodies; they differ in size, biogenesis, release pathways, 

biophysical properties, and biological functions [1,8].  
 

Exosomes  
 

Exosomes, also known as intraluminal vesicles (ILVs), are 

enclosed by a single outer membrane and secreted by all cell 

types. Their sizes range between 30 nm – 100 nm, and they are 

characterized by protein biomarkers, including CD63, CD81, and 

CD9 [10]. They typically appear as cup-shaped entities by 

transmission electron microscopy, whilst they appear as round-

shaped vesicles by cryoelectronic microscopy [11,12].  
 

Exosomes in the extracellular space were first identified in the 

1980s. Previously, exosomes were believed to be “waste 

vesicles” containing cellular waste from cell damage or 

homeostasis by-products that do not affect surrounding cells [2].  

 

However, in recent years, it was discovered that these exosomes 

carry proteins, lipids, and nucleic acids that allow them to play a 

significant role in intracellular communication and affect cellular 
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processes, such as immune response, signal transduction, and 

antigen presentation. Depending on their cells of origin, 

exosomes carry different cargo and thus provide prognostic 

information for a variety of diseases, such as chronic 

inflammation, cardiovascular and renal diseases, and tumors 

[2,13-15]. Exosomes isolated from various body fluids exhibit a 

significant degree of morphological variation, suggesting the 

existence of exosome subpopulations with distinct roles and 

biochemical compositions. Furthermore, Zabeo et al. showed 

that even exosomes originating from the same cell type exhibit 

variations in their morphology [12,16].  
 

Exosome Biogenesis  
 

Several mechanisms have been identified for exosome 

formation. However, the most recognized and understood 

pathway is the endosome pathway. First, endocytosis causes the 

formation of endocytic vesicles in the lipid raft domain of the 

plasma membrane, which in turn causes the formation of early 

endosomes. Through the Golgi complex, early endosomes 

become late endosomes and intraluminal vesicles (ILVs) 

accumulate in their lumen during this process. The molecules in 

the early endosome can be recycled back into the plasma 

membrane or incorporated into ILVs [12,17]. Cargo sorting into 

ILVs is mediated by endosomal sorting complexes required for 

transport (ESCRT)-dependent and -independent mechanisms 

[18,19]. It is worth noting that most ESCRT-independent 

mechanisms occur under hypoxic conditions in the tumor 

microenvironment [20]. Later, by inward budding of the early 

endosomal membrane and cytosol sequestration, these vesicles 

aggregate in late endosomes, altering endosomes into 

multivesicular bodies (MVBs) [21]. These MVBs then fuse with 

either lysosomes, causing their degradation, or the plasma 

membrane, resulting in the release of their internal vesicles into 

the extracellular space. These vesicles are called exosomes 

[22,23]. The mechanisms by which the MVB move and fuse 

with the cell membrane are regulated by Rab guanosine 

triphosphatase (GTPase) proteins and are coordinated with 

cytoskeletal and molecular motor activities [24,25].  
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Figure 1: Exosome Biogenesis [26]. 

 

Exosome Uptake and Function  

 
To understand their functions, we must examine how exosomes 

are selected and taken up by recipient cells. According to 

previous studies, this occurs through three main mechanisms 

including receptor-ligand interactions, direct membrane fusion, 

and endocytosis/ phagocytosis (Figure 2) [27]. 

 

 
 

Figure 2: Exosome Uptake and Downstream Function in Recipient Cells [27]. 
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Receptor-Ligand Interactions  

 
Ligands present on the exosomal surface can bind directly to the 

surface receptors on target/recipient cells and activate the 

downstream signaling cascade. This route is common for 

mediating immunomodulatory and apoptotic functions [27]. For 

instance, exosomes released from dendritic cells activate T 

lymphocytes through the MHC-peptide complex [28] and bind to 

Toll-like receptor ligands on the bacterial surface to activate 

bystander dendritic cells and enhance immune responses [29].  

Furthermore, it has been shown that umbilical cord blood-

derived exosomes expressing tumor antigens such as MHC-I, 

MHC-II, CD34, or CD80 can stimulate T cell proliferation to 

produce antitumor activity [30]. Moreover, exosomes released 

from dendritic cells and expressing ligands, such as tumor 

necrosis factor (TNF), Fas ligand (FasL), and TNF related 

apoptosis inducing ligand (TRAIL), can bind to TNF receptors 

on tumor cells [31]. 

 

Direct Membrane Fusion  
 

Alternatively, exosomes can fuse with the plasma membrane and 

release their content directly into the cytosol. This occurs 

through the formation of a hemi-fusion stalk between the 

hydrophobic lipid bilayers of the exosome and the recipient cell, 

where the two membranes then form a consistent structure. This 

fusion is believed to be mediated by families of SNARE and Rab 

proteins [32]. Lipid raft-like domains, integrins, and adhesion 

molecules present on the surface of exosomes play a role in 

mediating interaction, attachment, and membrane fusion with the 

recipient cell [27].  

 

This uptake mechanism has been observed in dendritic and 

tumor cells [33,34]. Research suggests that this mechanism is 

weak; however, low pH in the tumor microenvironment could 

facilitate exosome fusion by increasing rigidity and 

sphingomyelin. Therefore, this route is speculated to be adopted 

by tumor cells [35].  
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Internalization (Endocytosis/Phagocytosis)  
 

Endocytosis of exosomes by macropinocytosis or receptor- or 

raft-mediated mechanisms always results in the delivery of the 

vesicular cargo to the endosomal pathway. These pathways 

ultimately lead exosomes to fuse with lysosomes, whilst some 

proteins and fluids may be redirected back to the plasma 

membrane through recycling endosomes. However, some 

exosomes may escape degradation by the trans-Golgi network 

[36]. Similarly, phagocytosis results in the fusion of phagosomes 

with lysosomes; however, this method of internalization leads to 

the degradation of exosome content [36].  

 

Several studies have suggested that internalization is the primary 

method of exosome uptake [37]. However, under certain 

conditions such as low temperatures, this mechanism may be 

inhibited [38].  Studies indicate that internalization is highly 

dependent on cell type and exosomal surface proteins such as 

CD9, CD81, and ICAM-1. Moreover, the size of exosomes 

affects their internalization, with smaller exosomes usually 

preferred by cells [12].  

 

Microvesicles  
 

Microvesicles (MV) are membrane-derived vesicles that are 

structurally similar to exosomes but differ in size (ranging from 

100 nm to 1μm in diameter), lipid composition, content, and 

cellular origin [39,40].  MVs are released by cells under 

physiological conditions such as cell growth [41].  However, 

their shedding increases in response to changes in the 

physiological state and microenvironment, such as 

proinflammatory stimulants, hypoxia, oxidative stress, and shear 

stress [39,42]. 

 

MVs are characterized by the high surface expression of tubulin 

and low expression of exosome CD9 and CD81 markers. 

Furthermore, depending on their cellular origin, MVs exhibit 

different markers. For instance, platelet-derived MVs express 

CD62P and leukocyte-derived MVs express CD45 [43]. In 

regard to their composition, they mainly contain endoplasmic 
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reticulum, proteasome, mitochondrial proteins, and lipids 

including ceramide and sphingomyelin [44].  

Similar to exosomes, they were first believed to contain cellular 

waste. However, recent studies have shown that they play a 

significant role in cell-cell communication between local and 

distant cells [45].  

 

Microvesicle Biogenesis  

 

The biogenesis of MVs starts with the budding of the plasma 

membrane, followed by their release from the cell surface. MV 

biogenesis is a calcium-dependent process [46]. It is triggered by 

several events, with the main events leading to MV formation 

being cell growth and reorganization of the cytoskeleton. This 

means that proteins associated with the plasma membrane break 

down via two different pathways: the calpain-dependent pathway 

and the Caspase-3-dependent pathway [17,46].  

 

First, the calpain-dependent pathway stimulates intracellular 

calcium flow via an agonist. This causes the activation of thiol 

protease and calpain in the cytoplasm, causing them to move to 

the cell membrane, which then bind to phosphate esters on the 

membrane, thus generating calmodulin by calcium-regulated 

conformational change. Activated calmodulin then cleaves the α-

actin and talin filaments, allowing cytoskeletal proteins to be 

separated, thus causing MVs release. Besides that, Caspase-3 

cleaves the C-linked domain of Rho-associated protein kinase 1 

(ROCK-1) thereby activating the phosphorylated myosin light 

chain (MLC) of ROCK-1, resulting in myosin interaction. A 

member of the GTPase protein in the Rho family, RhoA, also 

plays a role in MV biogenesis through its ability to activate Rock 

(RhoA kinase), stimulate LIM kinase, inhibit fibroin, reorganize 

the donor cell actin cytoskeleton, and finally cause the release of 

MVs [17,47].  

 

Microvesicle Uptake and Function  

 

Although the biogenesis of different types of EVs has been well 

researched and understood, the mechanisms of their uptake have 

received less attention. Most research on their uptake focuses on 
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the functional changes that occur in target cells rather than on the 

mechanism of fusion or uptake. Furthermore, most of these 

studies have focused on exosomes [33,48].  

 

The mechanisms by which cellular uptake occurs vary depending 

on the contents or cargo of the vesicle, the cellular 

microenvironment, the type of recipient cell, its physiological 

state, and the recognition of ligands or receptors [37]. For 

instance, vesicles secreted from platelets interact with monocytes 

and endothelial cells but not with neutrophils [49,50]. The 

uptake mechanisms of MVs are similar to those of exosomes, 

where internalization (endocytosis) is the most common 

mechanism [5]. Direct membrane fusion is another MV uptake 

mechanism that is enhanced in an acidic microenvironment 

[35,46]. Similar to exosomes, MVs play a role in transporting 

proteins to neighboring or distant cells and affecting target cells. 

Therefore, they are involved in cell-to-cell communication. 

Depending on their cells of origin, the target cells differ, and the 

consequent effects on target cells differ [46]. Furthermore, MVs 

can affect their microenvironment; for instance, lipids in platelet 

microvesicles play a role in increasing adhesion between 

endothelial cells and monocytes [51].  

 

Apoptotic Bodies  
 

As their name indicates, apoptotic bodies (ApoBDs) are 

vesicular bodies that are released from dying cells [52]. Their 

sizes range from 500 nm to 2 μm. Depending on the 

microenvironment and conditions, ApoBDs can be more 

abundant than exosomes or MVs; they come in various sizes, 

structures, and compositions [17,53]. 

 

Apoptotic Bodies: Biogenesis  

 

ApoBDs are a byproduct of apoptotic cells; they are formed 

through the separation of the cell’s plasma membrane from the 

cytoskeleton as a result of increased hydrostatic pressure after 

cell contraction. They carry cellular contents such as 

micronuclei, chromatin remnants, cytosol portions, degraded 
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proteins, DNA fragments, or even intact organelles, and prevent 

them from leaking [1,53]. 

 

Apoptotic Bodies: Uptake and Function  

 

After their release into the extracellular space, ApoBDs are 

phagocytosed by macrophages, parenchymal cells, or neoplastic 

cells and degraded within phagolysosomes [54]. Because they 

are quickly phagocytosed by surrounding cells and because they 

prevent the leakage of cellular components, ApoBDs prevent 

secondary necrosis and inflammatory reactions due to apoptosis 

[55,56]. ApoBD is believed to have significant effects on their 

recipient cells. However, little is known about their functions in 

intercellular communication [53].  

 

Extracellular Vesicles’ Role in Cancer 

Progression  
 
Cancer cells adapt to their microenvironment to escape the 

immune system and metastasize. With evidence that cancer cells 

are being able to secrete EVs and with their presence in the 

surrounding environment, it is important to look at the role they 

play in cancer progression. In this section of the review, we will 

discuss the influence of EVs on cancer progression. 

 

It wasn’t until 2008 that the role of EV in cancer progression was 

uncovered by the work of Nedawi et al. and Skog et al., who 

showed that glioma cells actively release EVs containing 

EGFRvIII proteins and mRNA transcripts. EGFRvIII is a highly 

oncogenic EGF receptor, and upon its transfer to recipient cells it 

triggers pathways that activate survival proteins, promote cell 

growth via AKT and ERK pathways as well as enhance the cells’ 

ability to grow when cultured under anchorage independent 

conditions [57,58]. 

 

After these ground-breaking discoveries, several laboratories 

reported similar findings regarding the role of EVs in cancer 

progression. For instance, it was shown that the MVs released by 

the aggressive breast cancer MDA-MB-231 cell line, and the 

U87-MG glioma cell line play a significant role in promoting the 
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survival and growth of non-transformed cells, both of which are 

characteristics of transformed cells [59,60]. Further research on 

EVs' role in cancer has proven that other EV subtypes, such as 

exosomes released from cancer and transformed cells can also 

promote survival in both cancer and normal cells [59,61]. In 

addition to their role in promoting survival, EVs released by 

cancer cells promote angiogenesis through VEGF release, which 

binds to their respective endothelial cell receptors, thus 

recruiting them to the tumor microenvironment and inducing 

angiogenesis [62,63].  

 

EVs have also been associated with cancer metastasis. To begin 

with, EVs from cancer cells have been shown to play a role in 

the epithelial-to-mesenchymal transition (EMT) needed for 

cancer cell migration by downregulating epithelial markers such 

as α-, β-, γ-catenin, and E-cadherin, and enhancing the 

expression of mesenchymal markers such as N-cadherin, 

fibronectin, and vimentin [64]. Moreover, EVs released by 

cancer cells were shown to be enriched with matrix 

metalloproteases (MMPs), a disintegrin and metalloproteinases 

(ADAMs), and ADAMs with thrombospondin motifs 

(ADAMTS) that break down and remodel the extracellular 

matrix to create a path for cancer cells in the primary tumor to 

migrate through and intravasate into the bloodstream [65]. 

Increasing evidence has also shown that metastatic cancer cells 

often release exosomes expressing integrins that allow them to 

migrate and accumulate at future sites of metastasis [66].  

 

The cancer microenvironment is known to be 

immunosuppressive. Recent evidence has demonstrated that EVs 

contribute to the formation of such microenvironments. Perhaps 

one of the most understood mechanisms of immunosuppression 

is through the interaction between programmed death-ligand 1 

(PD-L1) on the surfaces of cancer cells and programmed death 1 

(PD-1) receptor on the surface of immune cells, specifically 

CD8+ T cells (i.e., cytotoxic T cells). The interaction between 

PD-L1 and PD-1 activates a signaling cascade that inhibits both 

the growth and function of immune cells [67,68]. Recent 

evidence has shown that exosomes released by various cancer 

cell types such as melanoma, prostate cancer, colorectal cancer, 
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head and neck cancer, and glioblastoma, express PD-L1 and 

suppress CD8+ T cell growth and immune activity [69-72].  

 

Moreover, exosomes released by cancer cells were found to 

influence the extracellular levels of adenosine by expressing the 

adenosine-regulating ectonucleotidases CD39 and CD73. CD39 

and CD73 function by catalyzing the hydrolysis of ATP to AMP 

and dephosphorylating AMP to adenosine, respectively. 

Adenosine then binds to the A2A or A2B adenosine receptor 

subtypes expressed in immune cells, thus activating signaling 

proteins that stimulate the biosynthesis of cyclic AMP (cAMP), 

whose buildup causes the inhibition of immune cells [73,74]. As 

such, EVs are believed to provide an extra layer of protection for 

tumor cells. 

 

 
 
Figure 3: EVs Role in Cancer Progression [75]. 

 

Extracellular Vesicles and their Clinical 

Application  
 
EVs released from cancer cells contain biological material that 

reflects the physiology and developmental stage of their cells of 

origin. Therefore, they can be used as sources of diagnostic 

information. EVs can be obtained through liquid biopsies, which 
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are painless and non-invasive methods. By exploring their 

content and looking for markers such as PD-L1, CD39, and 

CD73, information about cancer developmental stage and 

treatment effectiveness can be deduced [69,76]. Furthermore, 

EVs can reflect prognosis, where the expression of certain 

microRNAs such as miR-21 and miR-4527 in non–small cell 

lung cancers (NSCLC) could be linked to worse prognosis [77]. 

Another approach for EVs could be to utilize them as drug 

delivery systems. Since EVs are produced by cells, they would 

resolve issues that other engineered materials pose (such as 

inflammation and cytotoxicity). Furthermore, their protein 

surface composition can be easily manipulated and modified to 

efficiently and effectively target certain tissues and cells. Such 

an approach has been taken by Raghu Kalluri (MD Anderson 

Cancer Center) and colleagues, who targeted the k-RAS gene 

responsible for tumor growth in pancreatic cells by targeting 

exosomes containing k-RAS siRNA to cancer cells [78].  

 

Conclusion  
 

Although EV research has increased in the past years, there are 

still a lot of details and information to be uncovered. Of course, 

with EVs playing a critical role in cancer biology, they have 

gained extra interest from clinicians and researchers around the 

world. However, the more we uncover the more questions we 

obtain. How is the loading of specific proteins and nucleic acids 

into EVs controlled? What controls the rate of secretion of EVs? 

Are EVs functionally complementary or redundant with soluble 

factors from the same cell? Understanding such questions and 

EV biology will put us one step closer to perfecting their use in 

clinical settings. 
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Abstract  
 

Growing evidence is showing that acetylation plays an essential 

role in cancer, but studies on the impact of KDAC inhibition 

(KDACi) on the metabolic profile are still in their infancy. Here, 

we report the study that was published by our teams in the 

International Journal of Molecular Sciences [1]. In this study, we 

analyzed, by using an iTRAQ-based quantitative proteomics 

approach, the changes in the proteome of KRAS-mutated non-

small cell lung cancer (NSCLC) A549 cells in response to 

trichostatin-A (TSA) and nicotinamide (NAM) under normoxia 

and hypoxia. Part of this response was further validated by 

molecular and biochemical analyses and correlated with the 

proliferation rates, apoptotic cell death, and activation of ROS 

scavenging mechanisms in opposition to the ROS production. 

Despite the differences among the KDAC inhibitors, up-

regulation of glycolysis, TCA cycle, oxidative phosphorylation 

and fatty acid synthesis emerged as a common metabolic 

response underlying KDACi. We also observed that some of the 

KDACi effects at metabolic levels are enhanced under hypoxia. 

Furthermore, we used a drug repositioning machine learning 

approach to list candidate metabolic therapeutic agents for KRAS 

mutated NSCLC. Together, these results allow us to better 

understand the metabolic regulations underlying KDACi in 

NSCLC, taking into account the microenvironment of tumors 
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related to hypoxia, and bring new insights for the future rational 

design of new therapies. 

 

[1] A. Martín-Bernabé, J. Tarragó-Celada, V. Cunin, S. 

Michelland, R. Cortés, J. Poignant, C. Boyault, W. Rachidi, S. 

Bourgoin-Voillard, M. Cascante *, Michel Seve *. Quantitative 

Proteomic Approach Reveals Altered Metabolic Pathways in 

Response to the Inhibition of Lysine Deacetylases in A549 Cells 

under Normoxia and Hypoxia, Int. J. Mol. Sci. 2021, 22(7), 

3378. https://doi.org/10.3390/ijms22073378. 
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AcCoA- Acetyl-CoA; ACSL3- Long-Chain-Fatty-Acid-CoA 

Ligase 3; ALDC- Fructose-bisphosphate Aldolase C; ALDH10- 

Fatty Aldehyde Dehydrogenase; ALK- Anaplastic Lymphoma 

Kinase; CID- Collision-Induced Dissociation; COX6A1- 

Cytochrome c Oxidase Subunit 6A1; COX2- Cytochrome c 

Oxidase Subunit 2; EGFR- Epidermal Growth Factor Receptor; 

ENO1- Alpha-enolase; ER- Estrogen Receptor; FDR- False 

Discovery Rate; GAPDH- Glyceraldehyde-3-Phosphate 

dehydrogenase; Glc- Glucose; Gln- Glutamine; GLS- 

Glutaminase; GLS1- Glutaminase 1; GO- Gene Ontology; GPI- 

Glucose-6-phosphate Isomerase; HIF- Hypoxia-Inducible Factor; 

HK- Hexokinase; IPG- Immobilized pH Gradient; ITRAQ- 

Isobaric Tags for Relative and Absolute Quantitation; KDAC- 

Lysine deacetylase; KDAC6- Lysine deacetylase 6; KDACI- 

Lysine deacetylase Inhibitor; Lac- Lactate; LC- Liquid 

Chromatography; LDH- Lactate dehydrogenase; NAM- 

Nicotinamide; NSCLC- Non-Small Cell Lung Cancer; MMTS- 

Methylmethanethiosulfate; OAT- Ornithine Aminotransferase; 

OGDH-2-oxoglutarate dehydrogenase; OXPHOS- Oxidative 

Phosphorylation; PFK1- ATP-dependent 6-phosphofructokinase; 

PDHE- Pyruvate dehydrogenase Subunit E; PGI- Glucose-6-

Phosphate Isomerase; Pyr- Pyruvate; pI- Isoelectric Point; PI- 
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Propidium Iodide; PIR- Protein Information Resource; PPP- 

Pentose Phosphate Pathway; PRDX1- Peroxiredoxin-1; PRDX4- 

Peroxiredoxin-4; PSME1- Proteasome Activator Complex 

Subunit 1; PSME2- Proteasome Activator Complex Subunit 2; 

ROS- Reactive Oxygen Species; SAHA- Suberoylanilide 

Hydroxamic Acid 

 

Introduction  
 

Herein, we report a proteomic study combined to a machine 

learning analysis we published in the International Journal of 

Molecular Sciences in 2021 [1] to reveal how hypoxia in tumor 

micro-environment regulates metabolic reprogramming in A549 

KRAS-mutant non-small cell lung cancer cells upon deacetylases 

inhibitor (KDACI) treatments to propose a drug repositioning 

miming the effects of those KDACI treatments. 

 

Lung cancer is the leading cause of cancer-related death 

worldwide, with an estimated upward trend of 2.1 million new 

cases and 1.8 million deaths per year (approximately 18.4% of 

total cancer deaths) in 2018 [2]. Non-small cell lung cancer 

(NSCLC) represents about 80–85% of all lung cancer cases, with 

an overall 5-year survival rate of 19% [3]. Traditional therapies 

in NSCLC such as radiotherapy and platinum-based 

chemotherapy lack specificity and often cause severe side effects 

as they affect healthy cells [4]. To address this problem, targeted 

therapies and immunotherapies have emerged as a way to 

specifically target cancer cells. However, the therapeutic 

response may be limited as tumors are often heterogeneous, and 

some cell populations within the tumor can be resistant to the 

inhibition of the selected target [5]. Thus, targeted therapies and 

immunotherapies will not benefit patients harboring other 

molecular driver gene mutations, such as patients whose tumors 

harbor activating KRAS mutation that leads to constitutively 

active RAS signaling independent of upstream signals [6]. To 

date, clinical approaches targeting mutated KRAS have been 

unsuccessful [7]. Several studies have shown that mutations in 

KRAS play a critical role in metabolic reprogramming in 

multiple cancers, including lung cancer [8,9]. 
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Generally, in cancer cells, metabolic reprogramming is 

considered to be one of the hallmarks of cancer disease allowing 

them to produce enough energy, reducing power and precursors 

required for growth and proliferation [10,11]. The general 

metabolic phenotype of cancer cells consists of elevated 

glycolysis and lactate production even under aerobic conditions; 

a phenomenon called the “Warburg effect” [12]. This switch in 

metabolism allows cancer cells to survive with a limited oxygen 

supply characteristic of the tumor microenvironment as they 

become less dependent on oxidative phosphorylation (OXPHOS) 

[13]. Furthermore, an enhanced glucose uptake favors the 

pentose phosphate pathway (PPP) flux to generate enough 

reducing power for antioxidant defense and intermediates for 

nucleotide synthesis [14,15]. Additionally, a higher glutamine 

uptake is also considered a major component of the general 

metabolic phenotype of tumor cells, providing an additional 

advantage in synthesizing amino acids, nucleotides, and lipids 

[16]. Although many cancers share similar metabolic 

adaptations, cancer cells rewire their metabolic programs in 

response to changes in the tumor microenvironment and 

oncogenic signals such as an activating KRAS mutation. Indeed, 

KRAS mutated NSCLC A549 cell line, which exhibits high 

resistance to current treatments, is characterized by specific 

metabolic adaptations that rely on glycolysis and PPP [17]. 

 

Multiple studies have demonstrated that the hypoxic tumor 

microenvironment plays a critical role in cancer progression and 

drug resistance [18–21]. Under hypoxia, cancer cells engage 

metabolic adaptation strategies to survive and growth by 

activating a relevant gene expression program through HIF-1α. 

The HIF-1α-dependent gene program involves the up-regulation 

of genes associated with increased glycolysis and lactate 

production, such as glucose transporters, glycolytic enzymes, 

and LDH-A [22]. Interestingly, HIF-1α is regulated by 

acetylation and deacetylation processes: The transcriptional 

activity of HIF-1α is repressed by KDAC activity, and also 

sirtuins have emerged as regulators of HIF-1α [18,20–23]. 

 

On the other hand, and given the increasing importance of the 

post-translational modifications in cancer and metabolism, the 
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inhibition of lysine deacetylases (KDAC) has emerged in recent 

years as another promising therapeutic strategy in cancer [24–

26]. Lysine deacetylase inhibitors (KDACIs) are used clinically 

to treat hematological malignancies [27] but have not 

demonstrated clinical benefit in solid tumors [28]. Current 

research focuses on developing new KDACIs and prospects for 

therapeutic application in cancer and other pathological 

conditions. Additionally, even though the use of KDACIs in 

NSCLC is less established, several studies using them either as 

monotherapy or in combination with other inhibitors has created 

a new therapeutic scenario offering the possibility to improve the 

effectiveness reducing resistance to current treatments [29–32]. 

 

KDACIs target different classes of KDACs, suggesting that they 

may have a different effect on gene expression, affecting key 

cellular processes that ultimately can lead to apoptotic cell death. 

The use of KDACIs such as trichostatin A (TSA), an inhibitor of 

classes I, II, and IV KDAC enzymes, and nicotinamide (NAM), 

an inhibitor of class III KDACs (also known as sirtuins), has 

been shown to exhibit significant antitumor activity in terms of 

cell proliferation, viability and apoptosis in cell models of lung 

cancer [33,34]. However, their impact on cancer metabolism has 

not been addressed in detail in these studies although acetylation 

is known to play a critical role in regulating metabolism [35]. 

Herein, we investigated the effect of inhibition of KDAC by 

using TSA and NAM on the global proteome of the active 

KRAS-mutant NSCLC A549 cell line, which exhibits high 

resistance to current therapies. The inhibition of KDAC allowed 

us to explore how protein acetylation status affects the metabolic 

profile, thus better elucidating the link between acetylation and 

metabolic reprogramming in cancer. 

 

Several studies have demonstrated the utility of isobaric Tags for 

Relative and Absolute Quantitation (iTRAQ)-based quantitative 

proteomic approaches for global in-depth profiling of proteomes 

by measuring the relative protein abundance in cancer samples. 

The evaluation of the differences between proteomes from 

cancer samples cultured under different culture conditions might 

identify specific proteome signatures associated with tumor 

growth and survival [36]. One of such culture conditions is 
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certainly hypoxia exposure, which has been shown to induce a 

substantial shift in the proteome supporting metabolic processes 

when oxygen is limiting [37–42]. 

 

In this study, we performed a quantitative iTRAQ-based 

proteomic experiment coupled with two-dimensional (2D) 

fractionation (OFFGEL/RP-nano-LC) and mass spectrometry 

(MS) analysis together with other metabolic measurements and 

enzyme activity assays. Furthermore, we used a drug 

repositioning strategy to identify potential therapeutic 

opportunities for existing drugs targeting the metabolic 

reprogramming induced by KDAC inhibition and hypoxia. Our 

results explored new mechanisms of metabolic adaptations that 

lead to a deeper understanding of the regulation of lung cancer 

metabolism under KDACIs and hypoxic conditions, which may 

contribute to the development and design of new cancer 

therapies.  

 

Results  
KDAC Inhibition Leads to Reduced Cell Proliferation 

by Inducing Apoptosis, Cell Cycle Arrest, and 

Oxidative Stress in A549 Cells  
 

The overall proliferation of A549 cells varied among the 

different KDACI treatments (Figure 1A). Both TSA and 

TSA/NAM double-treated cells inhibited cell proliferation, and 

decreased cell viability, which correlates with the significantly 

increased cell death by apoptosis (Figure 1B). NAM-treated 

cells, instead, exhibited a lower growth rate than control cells, 

also accompanied by a significant increase in apoptosis. The 

TSA/NAM double treatment further induced apoptotic cell death 

by approximately 2-fold compared with TSA single treatment. 

Finally, the hypoxic treatment only limited cell proliferation, and 

KDACI-treated cells under hypoxia followed a similar cell 

proliferative and apoptosis pattern to treated cells under 

normoxia. 
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Figure 1: (A) Effect of trichostatin-A (TSA) and nicotinamide (NAM) 

treatments on A549 cell proliferation. A549 cells treated with 1 μM TSA, 20 

mM NAM, or both 1 μM TSA and 20 mM NAM for 24 h and 48 h of 

incubation under normoxia or hypoxia. Dots represent means ± standard 

deviations of three independent experiments. (B) Apoptosis analysis of 

KDACI-treated A549 cells under normoxia and hypoxia. Apoptosis was 

measured after 24 h of incubation. Cells in the stage of early apoptosis are 

represented as the percentage with respect to total cells. A549 cells were treated 

with 1 μM TSA, 20 mM NAM or both 1 μM TSA and 20 mM NAM for 24 h 

under normoxia or hypoxia. Bars represent the means ± standard error of the 

mean of three independent experiments. The asterisks above bars indicate 

statistically significant differences compared to normoxic control cells. 

Asterisks above curly brackets indicate statistically significant differences 

between hypoxic and normoxic treatments and between hypoxic treatments and 

hypoxic control cells. Statistical significance was assessed by a two-tailed 

Student’s t-test. **, p ≤ 0.01; ***, p ≤ 0.001. 

 

TSA-treated cells exhibited a high percentage of cells at G2/M 

phase, while NAM-treated cells showed a delayed progression 

through the G1 phase. The combination of TSA and NAM 

treatment led to a drastic cell cycle arrest at the G2/M phase and 

decreased S phase. A similar trend was observed in KDACI 

treatments under hypoxia (Figure S1). ROS generation increased 

substantially in A549 cells under KDAC inhibition (Figure S2) 

and was enhanced under hypoxia. These elevated ROS levels 

could be associated with the dysregulation of the antioxidant 

defense system, a possibility that is further explored below. 

 

KDAC Inhibition Modulates the Tumor Phenotype 

through Changes in the Metabolic Profile  
 

The TSA treatment did not significantly alter the glucose 

consumption and lactate production under normoxia (Figures 

2A,B). In contrast, both the NAM and TSA/NAM double 
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treatments showed a significantly decreased glucose uptake and 

lactate production compared with the control cells. Under 

hypoxia, the glucose consumption and lactate production rates 

were significantly different in the TSA, NAM, and TSA/NAM 

treatments with respect to control cells under normoxia (Figures 

2A,B). The glutamine uptake was significantly increased only 

under the TSA treatment in both contexts of normoxia and 

hypoxia (Figure 2C). 

 

 
 
Figure 2: Extracellular metabolite quantitation of KDACI-treated A549 cells 

under normoxia and hypoxia. The glucose uptake (A), lactate production (B), 

and glutamine uptake (C) were measured in the beginning and at the end of the 

24 h-incubation, and the metabolite consumption/production rates were 

normalized by the number of cells in each condition. (A–C) A549 cells were 

treated with 1 μM TSA, 20 mM NAM, or both 1 μM TSA and 20 mM NAM 

for 24 h under normoxia or hypoxia. Bars represent the means ± standard error 

of the mean of three independent experiments. The asterisks above bars 

indicate statistically significant differences compared to normoxic control cells. 

The asterisks above curly brackets indicate statistically significant differences 

between hypoxic and normoxic treatments and between hypoxic treatments and 

hypoxic control cells. Statistical significance was assessed by a two-tailed 

Student’s t-test. *, p ≤ 0.05; **, p ≤ 0.01; ***, p ≤ 0.001. 

 

The iTRAQ-based quantitative proteomic analysis was 

performed using a 4800 MALDI-TOF/TOF mass spectrometer 
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(Sciex, Les Ulis, France) and allowed the quantification of 834 

proteins from 2710 peptides. This analysis evidenced 

dysregulation of several proteins related to metabolism upon the 

different KDACI treatments (Figure 3). The Gene Ontology 

(GO) enrichment analysis of the dysregulated proteins allowed 

us to decipher the biological processes (Figure 3B) and the 

protein information resource (PIR) keywords (Table S1) related 

to these treatments. Overall, proteins related to the generation of 

energy and intracellular transport were up-regulated (Figure 3B), 

while the transcription and RNA processing were generally 

down-regulated. Furthermore, according to the PIR keywords 

enrichment analysis, approximately 60–70% of the proteins that 

were dysregulated in all the treatments were proteins modified 

by acetylation, phosphorylation, or both post-translational 

modifications (Table S1). 

 

 
 
Figure 3: Effect of KDAC inhibition on the global proteome and metabolic 

enzymes compared to control A549 cells. Quantitative proteomic analysis of 

differentially expressed proteins in A549 cells treated with 1 μM of TSA, 20 

mM of NAM or both 1 μM TSA, and 20 mM NAM for 24 h under normoxic 

conditions. (A) The number of up-regulated and down-regulated proteins 

(isobaric Tags for Relative and Absolute Quantitation (iTRAQ) ratio < 1 and > 

1, respectively) showing significant (p-value ≤ 0.05) differences between TSA, 

NAM and TSA/NAM treatments with respect to control cells. (B) GO 
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enrichment analysis of the Biological process term for each condition shown as 

the percentage of proteins related to each process. All biological processes are 

shown as significantly (p-value ≤ 0.05) up-regulated or down-regulated. (C) 

Quantitative measurement of the main metabolic enzymes identified using the 

iTRAQ approach for the different conditions compared to untreated control 

cells. Significantly up-regulated enzymes (iTRAQ ratio < 1 and p-value ≤ 0.05) 

are represented in green and significantly down-regulated enzymes (iTRAQ 

ratio > 1 and p-value ≤ 0.05) are represented in red. Non-significantly up-

regulated, and down-regulated enzymes are represented in gray. 

 

Our iTRAQ analysis confirmed a metabolic reprogramming in 

A549 cells treated with KDACIs (Figure 3C). Upon TSA 

treatment, enzymes from glycolysis (fructose-bisphosphate 

aldolase C, ALDC and phosphofructokinase 1, PFK1), TCA 

cycle (2-oxoglutarate dehydrogenase, OGDH) were found to be 

significantly up-regulated, while lactate dehydrogenase B (LDH-

B) was down-regulated. This pattern was confirmed by Western 

blot and enzyme activity analysis (Figure 4), although glucose 

uptake and lactate production were not altered. Furthermore, 

some enzymes involved in the synthesis of fatty acids were 

significantly up-regulated after TSA treatment (very-long-chain 

enoyl-CoA reductase, TECR, and long-chain-fatty-acid-CoA 

ligase, ACSL3), whereas the fatty aldehyde dehydrogenase 

(ALDH10) involved in fatty acid β-oxidation was down-

regulated (Figure 3C). Interestingly, the spermidine synthase 

(SRM) levels, which catalyzes the synthesis of the polyamine 

spermidine, were strongly down-regulated (Figure 3C). 
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Figure 4: Effect of KDAC inhibition on enzyme activities in A549 cells under 

normoxia and hypoxia. A and B. The ATP- dependent 6-phosphofructokinase 

(PFK1) (A) and lactate dehydrogenase (LDH) (B) enzymatic activities were 

measured after 24 h of incubation, and activities were normalized to 

intracellular protein content in each condition. A549 cells were treated with 1 

μM of TSA, 20 mM of NAM, and both 1 μM TSA and 20 mM NAM for 24 h 

of incubation under normoxia and hypoxia. Cells incubated in medium without 

KDACIs served as control. Bars represent the means ± standard error of the 

mean of three independent experiments. The asterisks above bars indicate 

statistically significant differences compared to normoxic control cells. The 

asterisks above curly brackets indicate statistically significant differences 

between hypoxic and normoxic treatments and between hypoxic treatments and 

hypoxic control cells. Statistical significance was assessed by a two-tailed 

Student’s t-test. *, p ≤ 0.05; **, p ≤ 0.01; ***, p ≤ 0.001. (C) Western blot 

images of HIF-1α and selected metabolic enzymes identified by iTRAQ. A549 

cells were treated with 1 μM of TSA, 20 mM of NAM and both 1 μM TSA and 

20 mM NAM for 24 h of incubation under normoxia and hypoxia. Cells 

incubated in medium without KDACIs served as control. Immunoblotting of 

hypoxia-inducible factor-1α (HIF-1α), glucose-6-phosphate isomerase (GPI), 

phosphofructokinase-1 (PFK1), fructose-bisphosphate aldolase C (ALDC), 

glyceraldehyde-3-phosphate dehydrogenase (GAPDH), alpha-enolase (ENO1), 

TSA NAM TSA + NAM Control TSA NAM TSA + NAM

WB ratio iTRAQ ratio WB ratio iTRAQ ratio WB ratio iTRAQ ratio WB ratio iTRAQ ratio WB ratio iTRAQ ratio WB ratio iTRAQ ratio WB ratio iTRAQ ratio

GPI 0.95 ± 0.10 0.77 1.08 ± 0.02 0.95 1.00 ± 0.07 0.69 1.57 ± 0.10*** 1.74* 1.18 ± 0.08** 1.23 1.02 ± 0.03 0.89 0.93 ± 0.09 1.04

PFK1 1.32 ± 0.65 1.48* 1.93 ± 0.66 1.56* 1.89 ± 0.61 1.97 2.37 ± 1.07 1.75* 1.97 ± 0.88 2.09* 2.02 ± 0.62 2.29* 1.61 ± 0.48 1.54

ALDC 1.05 ± 0.02 2.00* 1.01 ± 0.05 0.79 1.10 ± 0.06 1.99* 1.95 ± 0.40* 1.23 2.74 ± 0.73 5.19* 1.39 ± 0.07* 1.35 1.69 ± 0.06** 3.04*

GAPDH 1.36 ± 0.18 1.06 1.34 ± 0.32 1.13 1.63 ± 0.21 1.11 1.31 ± 0.19 1.36 1.75 ± 0.33 1.32 1.21 ± 0.27 1.21 1.28 ± 0.20 1.20

ENO1 0.87 ± 0.20 1.39 1.23 ± 0.16* 1.78* 1.36 ± 0.29 1.50 1.46 ± 0.22 1.41 1.35 ± 0.32 1.71* 1.22 ± 0.18 1.66 1.34 ± 0.31 1.59

LDH-A 0.93 ± 0.09 0.89 1.10 ± 0.11 1.10 1.05 ± 0.10 0.93 1.40 ± 0.17 1.71 1.31 ± 0.18 1.31 1.16 ± 0.11 1.19 1.28 ± 0.08 1.17

LDH-B 0.87 ± 0.03 0.67* 1.19 ± 0.12 0.80 1.04 ± 0.19 0.58* 1.64 ± 0.21 0.80 1.26 ± 0.11 0.62 1.21 ± 0.07 0.63* 0.89 ± 0.48 0.79*
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lactate dehydrogenase A (LDH-A), lactate dehydrogenase B (LDH-B) and 2-

oxoglutarate dehydrogenase (OGDH). β-actin was used as the loading control. 

(D) Densitometry analysis of selected metabolic enzymes shown in C. The 

ratios of the Western blot bands (WB ratios) of KDACI-treated cells to control 

cells under normoxia after normalization to β-actin. Densitometric values are 

presented as mean ± standard deviation. Asterisks indicate significant 

differences compared to untreated normoxic control cells assessed by two-

tailed Student’s t-test in WB ratios and R software package Isobar (iTRAQ 

ratios) *, p ≤ 0.05; **, p ≤ 0.01; ***, p ≤ 0.001. 

 

In the NAM treatment, the glycolytic enzymes PFK1 and alpha-

enolase (ENO1) were significantly increased, together with 

TECR (Figures 3C and 4A). A similar pattern to the TSA 

treatment was also found in the TSA/NAM combined treatment 

(Figure 3C). Although in this case, enzymes involved in 

glutamine metabolism such as glutaminase 1 (GLS1) and 

ornithine aminotransferase (OAT) were significantly up-

regulated. Additionally, SRM was again strongly down-regulated 

in the double treatment at similar levels than in the TSA 

treatment. 

 

The Metabolic Changes Observed in KDAC Inhibition 

Are Enhanced under Hypoxia  
 

As expected, in all the treatments under hypoxia, the HIF-1α 

factor appeared to be overexpressed compared to normoxia 

(Figure 4C). The KDAC inhibition under hypoxia showed a 

similar behavior to the one observed in normoxia, although the 

metabolic changes resulted in a larger magnitude (Figure 5A). 

Similarly, as the analysis performed in normoxic conditions, the 

GO enrichment analysis on biological processes showed that 

proteins related to the generation of energy and intracellular 

transport were significantly enriched when cells were treated 

with TSA, NAM, and both compounds under hypoxia (Figure 

5B). In contrast, proteins involved in transcription and 

translation processes were down-regulated. The PIR keywords 

enrichment analysis also showed that 60–70% of the 

dysregulated proteins were acetylated or phosphorylated (Table 

S1). 
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Figure 5: Effect of KDAC inhibition and hypoxia on the global proteome and 

metabolic enzymes compared to control A549 cells under normoxia. 

Quantitative proteomic analysis of differentially expressed proteins in A549 

cells treated with 1 μM of TSA, 20 mM of NAM, and both 1 μM TSA and 20 

mM NAM for 24 h under hypoxic conditions. (A) The number of up-regulated 

and down-regulated proteins (iTRAQ ratio < 1 and > 1, respectively) showing 

significant (p-value ≤ 0.05) differences between TSA, NAM, and TSA/NAM 

treatments under hypoxia with respect to control cells under normoxia. (B) GO 

enrichment analysis of the Biological process term for each condition shown as 

the percentage of proteins related to each process. All biological processes are 

shown as significantly (p-value ≤ 0.05) up-regulated or down-regulated. (C) 

Quantitative measurement of the main metabolic enzymes identified using the 

iTRAQ approach for the different conditions compared to untreated control 

cells under normoxia. Significantly up-regulated enzymes (iTRAQ ratio < 1 

and p-value ≤ 0.05) are represented in green and significantly down-regulated 

enzymes (iTRAQ ratio > 1 and p-value ≤ 0.05) are represented in red. Non-

significantly up-regulated and down-regulated enzymes are represented in gray. 

 

Regarding the changes in the abundance of metabolic enzymes, 

the inhibition of TSA under hypoxia had similar effects as 

control cells under normoxia, although in this case, hypoxia 

elicited a different metabolic response affecting both glycolysis 

and mitochondrial respiration. Upon TSA treatment, glycolytic 

enzymes and mitochondrial enzymes such as succinate 

dehydrogenase complex subunit A (SDHA), which is part of the 



Immunology and Cancer Biology 

17                                                                                www.videleaf.com 

mitochondrial respiratory complex II, and cytochrome c oxidase 

subunits 6A1 and 2 (COX6A1 and COX2) of mitochondrial 

complex IV were significantly up-regulated (Figures 4C,D and 

5C). Fatty acid metabolism was also altered, and SRM was 

strongly down-regulated (Figure 5C). The sirtuin inhibition by 

NAM treatment under hypoxia showed few significant effects on 

metabolic enzymes. Similar to the TSA treatment, in the 

TSA/NAM double treatment under hypoxia, the levels of ALDC, 

pyruvate dehydrogenase subunit E1 (PDHE), COX6A1, and 

ACSL3 were significantly up-regulated, whereas LDH-B was 

significantly down-regulated (Figure 5C). 

 

Furthermore, concerning the oxidative stress results reported 

above, the proteomic analysis showed the dysregulation of some 

enzymes related to the antioxidant defense system (Figures 3C 

and 5C). The expression of thioredoxin domain-containing 

protein 17 (TXNDC17) was significantly up-regulated in all the 

KDACI treatments except for TSA under normoxia. Thioredoxin 

domain-containing protein 5 (TXNDC5) was also up-regulated 

by TSA/NAM treatment under normoxia. In addition, the 

expression of peroxiredoxin -1 (PRDX1) and -4 (PRDX4) 

resulted altered upon NAM treatment and hypoxia. 

 

Chemicals Targeting Proteins Affected by KDAC 

Inhibition under Hypoxia  
 

Machine learning based on the integration of large-scale omics 

data is an emerging approach for identifying new therapeutic 

targets, new molecules, and repurposing existing drugs [42–44]. 

We applied this approach to our proteomic data to reveal which 

chemicals are known to target proteins revealed, in our study, 

affected by KDAC inhibition under hypoxia in KRAS mutated 

NSCLC A549 cells. We classified 500 chemicals according to 

their link to lung cancer and our network enriched in the 

following cell metabolism processes: ATP metabolic process 

(GO:0046034), oxidation–reduction process (GO:0055114), 

carbohydrate metabolic process (GO:0005975), lipid metabolic 

process (GO:0006629), and cellular protein metabolic process 

(GO:0044267). Chemicals with higher scores target our network 

more, while chemicals in lower ranks were more reported to 
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have a connection with lung cancer (especially MESH: D002282 

pulmonary adenocarcinoma) in the literature, clinical trials, or 

clinical care. In Figure 6, we selected the top 70 chemicals 

targeting the protein dysregulation network when KDACi 

treatment favored A549 cell apoptosis (i.e., for combined 

KDACi (TSA and NAM) treatment in hypoxia conditions). Each 

chemical’s score was higher than 100 confirming a substantial 

connection with our protein network and metabolic processes. 

Among the 70 chemicals that our machine learning approach 

proposed for targeting protein adaptation network of KDAC 

inhibitors (TSA and NAM) upon hypoxia, we found drugs used 

as anti-cancer agents for NSCLC and other cancers or known for 

some anti-cancer properties in NSCLC (such as metformin, 

gemcitabine, 5-Fluorouracil, paclitaxel, imatinib, doxorubincin, 

and tamoxifen) target similar protein network in KDAC 

inhibitors (TSA and NAM) under hypoxia and normoxia. 

 
 

Figure 6: Classification of drugs targeting metabolic protein networks 

modulated by TSA and NAM in hypoxia conditions. The classification of 

chemicals is done through a deep machine learning according to their link to 

bronco-alveolar adenocarcinoma and cell metabolism processes (ATP 

metabolic process (GO:0046034), oxidation–reduction process (GO:0055114), 
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carbohydrate metabolic process (GO:0005975), lipid metabolic process 

(GO:0006629), and cellular protein metabolic process (GO:0044267)). Five 

hundred chemicals were classified. A high score symbolized a high link of the 

chemical with the cell metabolism process and our protein network. The 

classification presented here was obtained by extracting drugs obtained by our 

machine learning analysis in the top 70 rank of chemicals related to MESH: 

D002282 pulmonary adenocarcinoma with exclusion of chemicals/metabolites. 

The top 70 rank ensures a high link between the chemical and data reported on 

these chemicals in the literature in broncho-alveolar adenocarcinoma (MESH: 

D002282 pulmonary adenocarcinoma). 

 

Discussion  
 

In recent years, increasing evidence has demonstrated the 

involvement of acetylation in the metabolic reprogramming of 

cancer cells, which mediates tumorigenesis, tumor progression, 

and resistance to cancer therapies. The aberrant expression and 

activity of KDACs are postulated to be one of the drivers of this 

metabolic reprogramming [46]. 

 

KDACIs exhibit multiple antitumor activities, including tumor 

cell differentiation, growth arrest, autophagy, and apoptosis in 

various NSCLC cancer cell lines and tumor xenografts 

[33,34,47–49]. The activation of either the extrinsic or intrinsic 

apoptotic pathway is a key event involved in the antitumor 

activity of KDACIs, although many aspects of their mechanisms 

of action remain conflicting and unclear [50]. Consistent with 

previous studies, our results confirmed increased apoptosis and 

cell cycle arrest under the inhibition of KDAC activity in 

adenocarcinoma A549 cells [51–54]. Furthermore, a remarkable 

synergistic apoptotic response and cell cycle arrest were 

observed following the TSA and NAM combined treatment. 

 

The inhibition of KDAC induces a general increase in the level 

of acetylated proteins [55]. The exposure of cells to KDACIs not 

only induces hyperacetylation of histones, which is typically 

associated with a general increase of transcriptional activity but 

also targets other proteins from different subcellular 

compartments that regulate the proteome through the 

transcriptome. Wu et al. reported that the increased acetylation 

level in A549 cells under suberoylanilide hydroxamic acid 

(SAHA) treatment is positively correlated with the down-
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regulation of the global proteome expression level due to the 

crosstalk between acetylation and ubiquitination [56]. Indeed, 

protein acetylation and ubiquitination sites have now been 

considered cancer driver mechanisms per se [57]. In our study, 

proteins involved in the proteasome activity such as the 

proteasome activator complex subunits 1 and 2 (PSME1 and 

PSME2) and the ubiquitin-like modifier-activating enzyme 1 

(UBA1) were significantly up-regulated under both TSA and 

NAM treatments, suggesting a higher protein degradation. On 

the other hand, both transcription and translation processes were 

down-regulated in KDACI treatments according to the DAVID 

functional annotation analysis. Therefore, both TSA and NAM 

treatments might cause general protein degradation in A549 

cells, which also correlates with the low-proliferative phenotype 

reported here. Previous studies indicated that KDACs, especially 

KDAC6, play an essential role in protein quality control 

mechanisms [58]. Thus, the inhibition of KDAC to maintain 

proteostasis has been proposed to have therapeutic potential in 

cancer [59]. Indeed, several studies have demonstrated the 

potential therapeutic value of combining proteostasis regulators 

such as KDACIs and proteasome inhibitors in cancer [60,61]. 

 

Mitochondrial function and ROS production, have been reported 

to be altered during KRAS-driven malignant transformation [62–

64]. KDACIs have also been shown to generate ROS in cancer 

[65–67]. The excessive production of ROS results in cellular 

oxidative damage and ultimately cell death [68]. For that reason, 

tumor cells usually have an enhanced antioxidant capacity to 

combat ROS. In addition to the classical antioxidant enzymes, 

thiol-containing redox enzymes such as the family of 

thioredoxins (TRXs) are also expressed in human lungs [69]. In 

our proteomic approach, we identified significant alterations in 

several enzymes involved in the antioxidant defense system. 

Interestingly, the expression of TXNDC17 has been recently 

associated with paclitaxel resistance in ovarian and colorectal 

cancer [70,71]. The activation of the antioxidant defense requires 

the coordinated action of a number of sirtuins that work together 

with ROS scavenging and generating pathways to maintain ROS 

homeostasis. Altogether, the iTRAQ results indicate that 

activation of ROS scavenging mechanisms, most likely in 
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response to increased ROS levels is involved in the KDAC 

inhibition response. 

 

The inhibition of KDAC may increase the acetylation level of 

metabolic enzymes, thereby affecting their catalytic activity, 

substrate accessibility, or amount of enzyme [72]. Besides, 

fluctuations of acetyl-CoA levels due to the changes in protein 

acetylation can affect metabolic processes as acetyl-CoA is 

required for the TCA cycle and fatty acid biosynthesis [73]. The 

changes in the levels of metabolic enzymes found in the current 

study suggest a switch in the metabolic profile of A549 cells 

towards a higher capacity of mitochondrial OXPHOS. This 

metabolic change correlates with the proliferation rates and 

apoptotic cell death reported here and with the impaired 

antioxidant defense and increased ROS production, which was 

previously described in KDACIs treatment of KRAS-driven 

cancers [65–67]. 

 

As most cancer cell lines, NSCLC A549 cells tend to exhibit the 

Warburg effect by relying on both an enhanced glycolysis and 

production of lactate together with an enhanced mitochondrial 

metabolism relying on other sources such as glutamine [74,75]. 

In our analysis, inhibition of KDAC classes I, II, and IV showed 

a significant overexpression and increased activity of several 

glycolytic enzymes. However, this glycolytic response did not 

induce a proportional increase in lactate production, whereas 

LDH-B was down-regulated. Therefore, the conversion from 

pyruvate and lactate seems to be impaired by TSA, which 

implies that the inhibition of Zn2+-dependent KDAC classes 

could compromise not only the Warburg effect but also other 

cancer metabolic adaptations related to LDH-B such as mTOR 

hyperactivation or lysosome acidification and autophagy [76,77]. 

Furthermore, the higher levels of TCA cycle enzymes are 

consistent with the hypothesis that a low lactate production 

would favor oxidation of pyruvate from glycolysis to acetyl-CoA 

for entry into the TCA cycle under TSA treatment. Furthermore, 

the up-regulation of ACSL3, which has recently demonstrated to 

be essential for tumorigenesis in KRAS-driven lung cancer 

[78,79], may also be involved in activating mitochondrial 

respiration from fatty acids. On the other hand, sirtuin inhibition 
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exhibited a lower effect on metabolic enzymes than the other 

classes of KDAC inhibition, where it seems that only the 

glycolytic pathway was affected. Although the up-regulation of 

PFK1 and ENO1, the observed net decrease of glucose uptake 

and lactate production supports the hypothesis that NAM 

treatment may inhibit glycolysis most likely by the inactivation 

of the AMPK/SIRT1 pathway, impairing the Warburg effect 

even more than TSA treatment. AMPK plays a critical role in 

stimulating glucose uptake, and the link between AMPK and 

SIRT1 has been described in various studies [23,80,81]. Some of 

the metabolic changes observed in TSA or NAM treatment alone 

were particularly acute in the double treatment, suggesting that 

the effect of targeting both Zn2+-dependent KDAC classes and 

sirtuins on metabolic enzymes was stronger than only inhibiting 

Zn2+-dependent KDAC classes. 

 

The up-regulation of glycolytic enzymes in cancer cells under 

hypoxic conditions were consistent with previous comparative 

proteomic studies [38–40]. However, while a switch from 

OXPHOS to glycolysis for ATP production is considered a 

major cancer cell adaptation to hypoxia, it has been suggested as 

well that low oxygen concentration in hypoxic regions of tumors 

may not be limiting OXPHOS [82–84]. Thus, A549 cells under 

hypoxia may still retain the function of OXPHOS to generate 

ATP. Our study confirmed the overexpression of HIF-1α among 

all the treatments except TSA single treatments whose 

expression was down-regulated. It has been previously 

demonstrated that KDACIs such as TSA can degrade HIF-1α 

stimulated by hypoxia with variable efficiency in different tumor 

cell lines [84]. Interestingly, we found increased iTRAQ ratios of 

TCA cycle enzymes under KDAC classes I/II and IV inhibition 

in hypoxia compared with normoxia. Since the mitochondrial 

function is usually attenuated in response to HIF-1α and 

hypoxia, we assume that A549 cells may activate mitochondrial 

metabolism as an adaptive response to KDACIs. This is 

supported by the fact that TSA treatments repressed the 

induction of HIF-1α, probably allowing mitochondrial 

respiration. In contrast, we suggest that sirtuin inhibition may 

enhance HIF-1α response, which agrees with the activation of 

HIF-1α through acetylation by SIRT1 [86–88]. Therefore, the 
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metabolic adaptation of cancer cells to hypoxia could be less 

affected by NAM treatment than by TSA treatment. Finally, the 

TSA and NAM double treatment under hypoxia might cause a 

controversial scenario where HIF-1α may be stimulated and 

repressed simultaneously at different levels. Interestingly, we 

found LDH-B significantly down-regulated, while pyruvate 

dehydrogenase (PDHE) resulted significantly up-regulated. Such 

evidence confirms our precedent interpretation where residual 

production and release of lactate is enough to maintain an 

increased glycolytic flux, meanwhile it allows the entry of 

pyruvate in the TCA cycle under KDAC inhibition and hypoxia, 

thus equally impairing the Warburg effect as in normoxia. In 

addition, COX2 and COX6A1 were highly probably increased to 

enhance OXPHOS and ROS level, even though the limited 

oxygen availability. 

 

Our machine learning analysis revealed a list of 

chemotherapeutic agents, including doxorubicin, paclitaxel, 

etoposide, tamoxifen, bortezomib, 5-fluorouracil, methotrexate, 

imatinib, gemcitabine, and metformin that may target proteins 

affected by KDAC inhibition under hypoxia in KRAS mutated 

NSCLC A549 cells. 

 

Doxorubicin induces cell death by regulating oxidative stress 

mediated through the formation of mitochondrial ROS [89–91]. 

In contrast, paclitaxel and etoposide trigger cell death by 

engaging the intrinsic mitochondrial pathway of apoptosis [92]. 

Tamoxifen is a selective estrogen receptor (ER) modulator used 

as a hormonal therapeutic agent to treat ER-positive breast 

cancer. Several ER-independent mechanisms that modulate 

metabolic pathways have been reported; for example, an AMPK 

activation induced by tamoxifen through inhibition of 

mitochondrial complex I leading to a glycolysis activation, 

alteration of fatty acid metabolism, and inhibition of the mTOR 

pathway and translation [93]. In ER-positive NSCLC, tamoxifen 

was found to play a negative role in the growth of ER-positive 

NSCLC alone [94] or used as an adjuvant EGFR-TKI treatment 

[95,96]. 
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It should be noted that previous studies have demonstrated that 

hypoxia protects tumor cells from apoptosis induced by 

chemotherapeutic agents. For instance, it leads chemoresistance 

to doxorubicin and tamoxifen in NSCLC cells, including A549 

cells, through the HIF pathway [20,97], thus limiting chances of 

successful treatment. However, hypoxia may have no effect on 

apoptosis triggered by etoposide in A549 cells, suggesting a cell 

type-specific effect to trigger apoptosis under hypoxia by 

different chemotherapeutic agents [98]. 

 

Bortezomib is a protease inhibitor currently approved to treat 

multiple myeloma and mantle cell lymphoma that has been 

studied in preclinical and clinical settings of lung cancer, 

showing potential benefit in combination therapies [99]. 

Our analysis also identified therapeutic agents that interfere with 

DNA synthesis, such as nucleoside analogs 5-fluorouracil and 

gemcitabine, and the nucleotide biosynthesis inhibitor 

methotrexate. Gemcitabine has been used to treat NSCLC, either 

in combination with cisplatin or carboplatin or as a single drug 

adjuvant treatment. By contrast, 5-fluorouracil and methotrexate 

have shown limited therapeutic benefit in NSCLC [100]. 

 

Imatinib is a TKI with clinical activity in the treatment of 

chronic myeloid leukemia and gastrointestinal stromal tumors 

[101]. In lung cancer models, several studies have shown that 

imatinib has indirect antitumor activity through the inhibitory 

effects on lung cancer-associated fibroblasts [102–104]. 

Interestingly, imatinib resistance can be mediated by a metabolic 

shift characterized by an up-regulation of OXPHOS but also in 

part by HIF1α-dependent up-regulation of glycolysis [105–108]. 

Therefore, the use of OXPHOS inhibitors may reverse imatinib 

resistance. 

 

The standard antidiabetic agent metformin has already been 

investigated for NSCLC repositioning drugs in clinical trials for 

non-diabetic NSCLC treatment patients [ClinicalTrial.gov 

identifier: NCT02285855] as it decreases lung cancer incidence 

and mortality [108]. It also improved the progression-free 

survival of diabetic patients chemoradiotherapy for NSCLC 

[110]. Metformin has been reported to sensitize EGFR-TKI–
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resistant NSCLC through the inhibition of IL-6 or AMP-

activated kinase signaling [111,112] and increase the 

radiosensitivity of NSCLC through ATM and AMPK [113]. In 

addition to its repressive effects on IGF-1R and 

PI3K/AKT/mTOR pathways, inhibition of tumor angiogenesis, 

aerobic glycolysis, DNA repair, activation of the antitumoral 

immunity, metformin showed benefic effects on cancer cells by 

inhibiting mitochondrial complex I and lipid/protein synthesis, 

regulating glycolysis, glucose level uptake and insulin/insulin-

like growth factor signaling availability for tumor cells. 

 

Additionally, synergistic antitumor interactions of KDAC 

inhibitors with the proposed drugs have been identified in 

different cancer types, including NSCLC, representing novel 

approaches potentially exploitable in therapy [114–116]. The 

anti-cancer properties in NSCLC treatments, their role in 

metabolic reprogramming, and the synergistic effects with 

KDAC inhibitors of these chemical agents support the purpose 

of considering the drugs proposed by our machine learning 

approach for targeting metabolic reprogramming of KRAS-

mutated NSCLC treatment upon hypoxia conditions. 

 

In our study, we comprehensively investigated the regulation of 

metabolic enzymes of the NSCLC A549 cell line under the 

effects of the KDAC inhibitors (TSA and NAM) in normoxic 

and hypoxic conditions by using an iTRAQ-based quantitative 

proteomic approach. A549 cells, which present mutation in 

KRAS and display the Warburg phenotype, are resistant to 

current lung cancer therapies. Besides the low proliferation 

behavior under KDAC inhibition, we found altered expression 

patterns in metabolic enzymes, which were exacerbated by 

hypoxia (Figure 7). This allowed profiling the metabolic 

heterogeneity of the NSCLC A549 cell line according to the 

oxygen level. Under KDAC classes I/II and IV inhibition, we 

observed that A549 cells stimulate oxidative metabolism and 

oxidative stress while glycolysis is increased, but lactate 

production is decreased. Sirtuin inhibition impaired both glucose 

uptake and lactate production, although the up-regulation of 

some glycolytic enzymes. 
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Figure 7: Schematic representation of the dysregulation of metabolic enzymes 

triggered by TSA and NAM under normoxia and hypoxia in A549 cells. 
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Metabolic pathways are represented with dysregulated enzymes quantified by 

iTRAQ. Significantly up-regulated enzymes (iTRAQ ratio < 1 and p-value ≤ 

0.05) are represented by green arrows. Significantly down-regulated enzymes 

(iTRAQ ratio > 1 and a p-value ≤ 0.05) are represented by red arrows. Non-

significantly dysregulated enzymes are represented by grey arrows. Metabolic 

dysregulations confirmed by enzyme activities and Western blot analyses are 

represented by check box and check marks, respectively. Downward and 

upward white arrows indicate significant changes in metabolite consumption 

and production rates. (A) Metabolic enzyme profile in A549 cells under 

inhibition of classes I/II/IV KDAC by 1 μM of TSA for 24 h incubation under 

normoxic conditions. (B) Metabolic enzymes regulation in A549 cells under 

sirtuin inhibition by 20 mM NAM for 24 h incubation under normoxic 

conditions. (C) Metabolic enzymes regulation in A549 cells under hypoxic 

conditions for 24 h incubation. D. Metabolic enzymes regulation in A549 cells 

under inhibition of both classes I/II/IV KDAC and sirtuins by 1 μM TSA and 

20 mM NAM for 24 h incubation under hypoxic conditions. AcCoA: Acetyl-

CoA; ACSL3: Long-chain-fatty-acid-CoA ligase 3; ALDC: Fructose-

bisphosphate aldolase C; ALDH10: Fatty aldehyde dehydrogenase; COX6A1: 

Cytochrome c oxidase subunit 6A1; ENO1: Alpha-enolase; Glc: Glucose; Gln: 

Glutamine; KDAC: Lysine deacetylases; Lac: Lactate; LDH-B: Lactate 

dehydrogenase B; NAM: Nicotinamide; OGDH: 2-oxoglutarate 

dehydrogenase, mitochondrial; OXPHOS: Oxidative Phosphorylation; Pyr: 

Pyruvate; PDHE: Pyruvate dehydrogenase E1; PFK1: ATP-dependent 6-

phosphofructokinase 1, liver type; Pyr: Pyruvate; SIRT: Sirtuins; SRM: 

Spermidine synthase; TCA: tricarboxylic acid; TECR: Very-long-chain enoyl-

CoA reductase; TSA: Trichostatin A; TXNDC17: Thioredoxin domain-

containing protein 17; TXNDC5: Thioredoxin domain-containing protein Our 

machine learning analysis revealed a list of chemotherapeutic agents, including 

doxorubicin, paclitaxel, etoposide, tamoxifen, bortezomib, 5-fluorouracil, 

methotrexate, imatinib, gemcitabine and metformin that may target proteins 

affected by KDAC inhibition under hypoxia in KRAS mutated NSCLC A549 

cells. 

 

Therefore, we propose the inhibition of both KDAC classes 

I/II/IV and sirtuins as a valid strategy to explore cancer 

metabolic reprogramming, as their inhibition provides new 

insights into the metabolic adaptations of the A549 cell line that 

may help design new and more effective therapies. Moreover, 

our machine learning approach revealed which chemicals may 

target the metabolic adaptations observed by KDAC inhibition 

under hypoxia when apoptosis was favored. These chemicals 

should be further explored to evaluate the therapeutic efficacy in 

KRAS mutated NSCLC under hypoxia conditions Although this 

study brings new insights to elucidate the effects of hypoxic 

response upon KDACi treatments on metabolic reprogramming, 

it is important to mention that the present study did not assess 
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whether wild-type KRAS cells undergo distinct metabolic 

reprogramming events upon KDAC inhibition. Thus, we 

certainly cannot claim that the metabolic reprogramming 

observed in the study is a common response among KRAS 

mutant NSCLC cells and differs from wild-type KRAS NSCLC 

cells. Further studies involving wild-type and KRAS mutant 

NSCLC cells might help understand the impact of KRAS 

mutation on the metabolic reprogramming upon KDAC 

inhibition. 

 

Materials and Methods  
Cell Culture  
 

Human lung adenocarcinoma epithelial cell line A549 was 

obtained from American Type Culture Collection and cultured in 

Dulbecco’s modified Eagle’s medium (DMEM; Gibco) 

containing 10 mM glucose, 10% fetal bovine serum (Gibco 

10270), 0.5% penicillin (50 U mL−1) and streptomycin (50 μg 

mL−1). Cells were seeded and incubated for 24 h at 37 °C in a 

humidified 5% CO2 incubator. After 24 h, A549 cells were 

treated with 24 hIC20 concentrations of 1 µM TSA (Sigma-

Aldrich), 20 mM NAM (Sigma-Aldrich) and its combination (1 

µM TSA and 20 mM NAM). A549 cells were either maintained 

in normoxia or placed into hypoxia for 24 h of treatment. Cells 

incubated in medium without KDACIs served as control. 

Hypoxia was achieved by placing cells in a Whitley H35 

Hypoxystation (Don Whitley Scientific, UK) hypoxic incubator 

flushed with 5% CO2 and 95% N2 until the O2 content reached 

1%. 

 

Cell Viability Assay  
 

Viability tests of both KDACIs (TSA and NAM) were 

performed at 24 h to determine the respective 24 hIC50 values 

(Figure S1). A549 cells were cultured on 96-well plates in the 

aforementioned culture conditions, adding TSA or NAM at 

different concentrations in six replicates for 24 h. The cell 

viability was determined by the MTT colorimetric assay [117] 

after 1 h of incubation with 0.5 mg mL−1 of MTT. 
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Cell Proliferation Assay  
 

A549 cells were seeded in 6-well plates at the density of 6 × 103 

cells mL−1. Once cells were attached, they were treated with 1 

µM TSA, 20 mM NAM separately and in combination under 

both normoxia and hypoxia for 24 h and 48 h. Untreated cells 

cultured under both normoxia and hypoxia were used as controls. 

After the incubations, cells were washed with PBS, trypsinized, 

centrifuged and resuspended in PBS. Cell proliferation was 

determined by direct cell counting with Scepter™ 2.0 Handheld 

Automated Cell Counter (Millipore, Burlington, MA, USA). 

 

Apoptosis Assay  
 

Apoptosis was tested by fluorescence-activated cell sorting 

(FACS) analysis using Annexin V and propidium iodide (PI) 

staining to differentiate non-apoptotic cells (Annexin V-, PI-) and 

late apoptotic/necrotic cells (Annexin V+, PI+) from early 

apoptotic cells (Annexin V+, PI-) [117]. A549 cells were seeded 

in 6-well plates at the density of 6 x 103 cells mL−1 and treated as 

described above. After the incubation, cells were trypsinized, 

centrifuged and resuspended in binding buffer (10 mM 

HEPES/NaOH, pH 7.4, 140 mM NaCl and 2.5 mM CaCl2). 

Annexin V conjugated to fluorescein isothiocyanate (FITC) was 

added to each sample and incubated for 30 min in darkness. 

Following PI addition, cells were analyzed by a flow cytometer 

(Gallios, Beckman Coulter, Brea, CA, USA) using FlowJo 

software. 

 

Cell Cycle Analysis  
 

Cell cycle analysis was assayed by flow cytometry using FACS 

after treatments described above. Following 24 h of incubation, 

adherent cells were collected by centrifugation after 

trypsinization, washed with PBS, resuspended in 0.5 mL of PBS 

and fixed by dropwise addition of 4.5 mL ice-cold 70% (v/v) 

ethanol. Cells were fixed for at least 4 h at −20 °C. Then, cells 

were centrifuged, washed with ice-cold PBS and incubated in 

PBS containing 50 µg mL−1 propidium iodide (PI, Sigma–

Aldrich), 20 µg mL−1 DNase-free RNase A (Roche) for 1 h at 
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room temperature. FACS analysis was carried out in a flow 

cytometer (Gallios, Beckman Coulter, Brea, CA, USA) and data 

were analyzed using FlowJo software. 

 

Measurement of Extracellular Metabolites  
 

The concentration of glucose, glutamine, and lactate in media 

was determined spectrophotometrically [118–120]. The media 

were collected at the beginning and end of incubations and 

measured using a Cobas Mira Plus chemistry analyzer (Horiba 

ABX, Montpellier, France) by monitoring the production of 

NADPH in the specific reactions at 340 nm. Glucose 

concentration was measured using the hexokinase (HK) and 

glucose-6-phosphate dehydrogenase (G6PDH) coupled 

enzymatic reactions (ABX PentraTM Glucose HK CP; 

A11A01667). Lactate concentration was determined based on 

the lactate dehydrogenase (LDH) reaction. Glutamine 

concentration was measured by means of the conversion of 

glutamate via the glutaminase (GLS) reaction and glutamate, in 

turn, was determined using the glutamate dehydrogenase 

reaction. The metabolite consumption/production rates were 

normalized according to the cell proliferation. Metabolite 

concentrations were expressed as µmol mL−1 × 106 cells h−1. 

 

Determination of Intracellular ROS levels  
 

Total intracellular reactive oxygen species (ROS) levels were 

determined using flow cytometry after treatments with TSA (1 

µM) and NAM (20 mM) alone or in combination using 2′-7′-

dichlorodihydrofluorescein diacetate (H2DCFDA, Invitrogen) 

probe. A549 cells were incubated with 5 µM H2DCFA in PBS 

supplemented with 5.5 mM glucose for 30 min at 37 °C. Next, 

PBS was replaced with DMEM supplemented with 10% FBS 

and incubated for 45 min at 37 °C. After incubation, cells were 

trypsinized and resuspended in a solution consisted of 50 mM 

H2DCFDA with 20 µg ml−1 propidium iodide (PI, Sigma–

Aldrich) for flow cytometry analysis (Cyan ADP analyzer, Dako 

Cytomation, Agilent Technologies, Santa Clara, CA, USA). 

Cells positive only for PI were considered as necrotic and 
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excluded from the analysis. Data analysis was performed using 

FlowJo software. 

 

Proteomic Analysis  
 

The overall workflow of our quantitative proteomic approach for 

the study is illustrated in Figure 8. Briefly, our approach 

included a filter-aided sample preparation (FASP) step prior 

iTRAQ labeling of peptides, followed by a two-step 

fractionation of labeled peptides (OFFGEL IEF/RP-nano-LC), 

MALDI-MS/MS analysis, database search and quantitative 

iTRAQ analysis as already published [122,123]. 

 

 
 

Figure 8: Schematic workflow of the proteomic approach used in the present 

study. A549 cells were treated with 1 μM of TSA, 20 mM of NAM and both 1 

μM TSA and 20 mM NAM for 24 h under normoxia and hypoxia. Cells 

incubated in medium without KDACIs served as control. Cell lysates were 

processed according to the filter-aided sample preparation (FASP) protocol. 

Digested peptides of each treatment group were labeled with iTRAQ tags and 

separated in a 2-step fractionation. Fraction peptides were spotted on MALDI 

plates using a spotting system. Mass spectrometer 4800 MALDI TOF/TOF 

analyzer was used to collect MS and MS/MS data for identify and quantify 

proteins. iTRAQ ratios were quantified and validated. Proteins with iTRAQ 

ratios <1 and a p-value ≤ 0.05 were considered to be significantly increased 

whereas proteins with iTRAQ ratios >1 and a p-value ≤ 0.05 were considered 

to be significantly decreased. 
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Filter-Aided Sample Preparation for iTRAQ 

Quantitation  
 

Following 24 h of treatment, A549 cells were washed twice with 

PBS, frozen in liquid nitrogen and stored at -80 °C. For protein 

extraction, cells were scraped off the plates and incubated for 10 

min at 4 °C using lysis buffer (0.1 M Tris-HCl pH 7.5 and 4% 

sodium dodecyl sulfate) containing protease inhibitors (1X Halt 

Protease Inhibitor Cocktail, Thermo Scientific), phosphatase 

inhibitors (1X Phosphatase Inhibitor Cocktail, Sigma-Aldrich) 

and KDACIs (2.5 µM TSA and 20 mM NAM). Lysates were 

sonicated at 4 °C and centrifuged at 14,000× g for 10 min at 

room temperature. Protein concentration was determined using 

the bicinchoninic acid (BCA) method (Thermo Fisher Scientific) 

according to the manufacturer’s instructions. An equal amount of 

protein for each condition (1 mg) was digested using a filter-

aided sample preparation (FASP) protocol [124] modified for 

iTRAQ-OFFGEL-LC-MS/MS analysis as proposed by 

Campone, et al. [125]. Briefly, protein samples were boiled for 5 

min at 95 °C with 0.1 M dithiothreitol (DTT) in the lysis buffer 

described previously. Then, the buffer was changed to 8 M urea 

in 0.1 M Tris-HCl pH 8.5 using a Microcon® 30 kDa filter 

(Millipore). Samples were incubated with 12 mM of 

methylmethanethiosulfate (MMTS) for 30 min at room 

temperature. Afterwards, the buffer was changed to 0.5 M 

triethylammonium bicarbonate (TEAB) pH 8. Digestion was 

performed in the same filter device using trypsin/lysine C mix 

(Promega) in a 1:40 (w/w) protease-to-protein ratio and 

incubated on a shaker for 16 h at 37 °C. Peptides eluted after 

digestion on the filter device were purified and desalted using 

Pierce® C-18 Spin Columns (Thermo-Scientific) according to the 

manufacturer’s instructions. Peptides were washed with 1% 

acetonitrile (ACN), 0.1% trifluoroacetic acid (TFA) and eluted 

with 80% ACN and 0.1% TFA in HPLC grade water before 

vacuum-drying samples using a Speed-vac (Eppendorf, 

Hamburg, Germany). The amount of peptides was measured 

using the BCA method at appropriate dilutions. 

 

 

 



Immunology and Cancer Biology 

33                                                                                www.videleaf.com 

iTRAQ Labeling  

 

The use of iTRAQ allows to differentially quantify the proteins 

from each sample in the mass spectrometry analysis [126]. 

Samples were labeled using the 8-plex iTRAQ Reagent Kit 

(Sciex, Les Ulis, France) following the manufacturer’s 

instructions. Equal amounts (100 µg) of peptides from each 

sample were labeled with each iTRAQ reagent as follows: The 

iTRAQ reporter ions of m/z 113.1 for control cells in normoxia, 

the m/z 114.1 for TSA treated cells in normoxia, the m/z 115.1 

for NAM treated cells in normoxia, the m/z 116.1 for TSA/NAM 

double-treated cells in normoxia, the m/z 117.1 for control cells 

in hypoxia, the m/z 118.1 for TSA treated cells in hypoxia, the 

m/z 119.1 for NAM treated cells in hypoxia and the m/z 121.1 for 

double-treated cells in hypoxia. Then, all the samples were 

pooled, and the labeling reaction was stopped by evaporation in 

a vacuum concentrator before the 2D fractionation. 

 

Two-dimensional (2D) fractionation: Peptide OFFGEL 

Isoelectrofocusing and Reversed Phase Nano-liquid 

Chromatography  

 

Peptide fractionation was performed in two dimensions: 

OFFGEL isoelectrofocusing for pI-based peptide separation 

followed with reverse phase nano-liquid chromatography (RP-

nano-LC) for further separation based on peptide 

hydrophobicity. The peptide OFFGEL fractionation was 

performed on a 3100 OFFGEL Fractionator using the 24-well 

OFFGEL Kit linear pH 3–10 (Agilent Technologies, Les Ulis, 

France) according to the manufacturer’s instructions. The pooled 

samples (containing in total 800 µg of peptides) were 

resuspended in 3.6 mL of focusing OFFGEL buffer and loaded 

in each of the 24 wells. The IPG gel strip was rehydrated and 

150 µL of sample was loaded into each well. Peptides were 

focused with a maximum voltage of 8000 V, 50 µA, and 200 W 

until 50 kVh was reached. Afterwards, the 24 fractions were 

collected into individual tubes, dried in a vacuum concentrator 

and stored at −20 °C. Previous to the RP-nano-LC fractionation, 

OFFGEL fractions were purified and desalted using C18 

ZipTip® columns (Merck Millipore, Molsheim, France), 
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vacuum-dried and then resuspended in 2% (v/v) ACN and 0.05% 

(v/v) TFA loading buffer. The peptides were separated according 

to their hydrophobicity on Ultimate 3000 nano-HPLC system 

controlled by Chromeleon 7 software (Dionex/Thermo 

Scientific, The Netherlands). For each sample, peptides were 

trapped on a µ-Precolumn (300 µm i.d. x 5 mm, C18 

PepMap100, 5 µm, 100 Å pore size; Thermo Scientific) in 2% 

(v/v) ACN and 0.05% (v/v) at a flow rate of 20 µL min−1 for 3 

min. Afterwards, peptides were separated in the reversed phase 

nano-HPLC column (Acclaim PepMap300 75 µm, 15 cm, 

nanoViper C18, 2 µm, 100 Å pore size; Thermo Scientific) in a 

binary gradient of buffer A (0.05% (v/v) TFA) and buffer B 

(80% (v/v) ACN and 0.05% (v/v) TFA) at a flow rate of 0.3 µL 

min−1. The entire run last for 60 min and the nano-LC gradient 

was performed during 5–40 min (5–35 min, 12–46% of buffer B; 

35–40 min, 46–62% of buffer B). Finally, the column was 

washed with buffer B at 40 min (62–94%), 40–50 min (94%) and 

re-equilibrated at 50 min (94–4%). The nano-HPLC eluted 

peptides of each OFFGEL fraction were spotted by a PROBOT 

MALDI spotting device controlled by the µCarrier 2.0 software 

(Dionex/Thermo Scientific/LC Packings, The Netherlands) onto 

a MALDI sample plate, with a spot collection time of 15 s 

resulting in 200 spots per fraction. Samples were spotted on 

MALDI plates in duplicates. The matrix (α-Cyano-4-

hydroxycinnamic acid, HCCA, 2 mg mL−1 in 70% ACN and 

0.1% TFA) was continuously added at a dosage speed of 0.9 µL 

min−1. 

 

MALDI-TOF/TOF Analysis  

 

RP-nano-LC-MS/MS analysis of spotted peptides was performed 

by using a 4800 MALDI-TOF/TOF mass spectrometer (Sciex, 

Les Ulis, France) controlled by the 4000 Series Data Explorer 

software (V.3.5.3, Sciex, Les Ulis, France). The mass 

spectrometer was operated in positive ion reflector mode 

externally calibrated by using the Peptide Calibration Standard II 

(Bruker Daltonics, Champs sur Marne, France) with 50 ppm of 

mass tolerance. Each spectrum was recorded in the mass range 

of 700–4000 m/z. Up to 40 of the most intense ions per spot 

characterized by a signal/noise ratio ≥ 40 were considered for 
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MS/MS analysis. Selected ions for MS/MS analysis were 

activated using CID (collision-induced dissociation) activation 

mode. 

 

Database Search and Quantitative iTRAQ Analysis  

 

MS and MS/MS raw data were processed using ProteinPilot 

software (version 4.5, Sciex, Les Ulis, France) with the Paragon 

Algorithm (Sciex, Les Ulis, France). The analysis was performed 

using the human reference-proteome database UniProtKB/Swiss-

Prot (release 2015_06; 20,206 protein entries; European 

Bioinformatics Institute, Hinxton, United Kingdom). After the 

identification and quantification of peptides, a statistical analysis 

with the R software package Isobar [127] was used to relatively 

quantify the levels of proteins present in the different conditions. 

Only proteins with high confidence identification (≥95% of 

peptide confidence level), positive “used score” of 1 and global 

False Discovery Rate (FDR) cutoff of 1%, were considered for 

the Isobar analysis. iTRAQ ratios and p-values were calculated 

by Isobar estimating both technical and biological variability 

using a Cauchy distribution. iTRAQ ratios of the different 

treatments were normalized to the control cells under normoxia 

(114:113; 115:113; 116:113; 117:113; 118:113; 119:113; 

121:113). The level of proteins with iTRAQ ratios <1 and a p-

value ≤ 0.05 was considered to be significantly increased 

whereas the level of proteins with iTRAQ ratios >1 and a p-

value ≤ 0.05 was considered to be significantly decreased. 

 

Gene Ontology Enrichment Analysis  
 

The Database for Annotation, Visualization, and Integrated 

Discovery was used to explore the functional annotation of 

significantly dysregulated proteins. The corresponding 

UniProtKB accession numbers of these proteins were imported 

into the Gene Functional Annotation Tool of DAVID 

bioinformatics resources v6.7 (https://david.ncifcrf.gov/) 

[128,129]. The human genome was set as background. The 

functional category Protein Information Resource (PIR) 

Keywords and the Biological Process (BP) term were taken into 

consideration. 
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Western Blot Analysis  
 

Equal amounts of protein lysates (35 μg) were separated by 12% 

SDS polyacrylamide gel electrophoresis (SDS-PAGE) and 

transferred to a nitrocellulose membrane (0.45 μm pore size, 

Bio-Rad) in transfer buffer (25 mM Tris-HCl, 192 mM glycine 

and 20% (v/v) ethanol) using the Mini Trans-Blot 

Electrophoretic Transfer Cell (Bio-Rad) at 45 V for 2 h. 

Membranes were blocked with PBS-0.1% (w/v) Tween 20 

containing 5% (w/v) nonfat dry milk for 1 h at room 

temperature. Primary and secondary antibodies were diluted in 

the same solution. After primary and secondary antibody 

incubations, the blots were washed three times with PBS-0.1% 

(w/v) Tween 20. Membranes were blotted with primary 

antibodies overnight at 4 °C. Primary antibodies used include 

rabbit anti-β-actin (PA1-183, Thermo Fisher Scientific, 1:500), 

rabbit anti-PGI (SAB 2100894, Sigma-Aldrich, 1:500), rabbit 

anti-PFK1 (AB170868, Abcam, 1:1000), rabbit anti-ALDC 

(PA5-27659, Thermo Fisher Scientific, 1:500), rabbit anti-

GAPDH (SAB 2100894, Sigma-Aldrich, 1:500), rabbit anti-

ENO1 (PA5-29660, Thermo Fisher Scientific, 1:500), rabbit 

anti-LDH-A (SAB 1100050, Sigma-Aldrich, 1:500) and rabbit 

anti-LDH-B (PA5-27505, Thermo Fisher Scientific, 1:500), 

rabbit anti-OGDH (PA5-28195, Thermo Fisher Scientific, 

1:1000) and anti-HIF1α (clone 28B, sc-13515, Santa Cruz 

Biotechnology, 1:200). HRP labeled anti-mouse IgG (A8924, 

Sigma- Aldrich, 1:3000) and anti-rabbit IgG (7074, Cell 

signaling, 1:2000) were used as secondary antibodies. 

Horseradish peroxidase (HRP) activity was assessed with the 

Clarity Western ECL substrate (Bio-Rad Laboratories, Inc.) and 

visualized with ChemidocTM XRS+ system (Bio-Rad 

Laboratories, Inc.), except for HIF-1α, which was analyzed by 

film detection of chemiluminescence. The levels of proteins 

were normalized and relatively quantified according to β-actin 

levels in at least three independent experiments. Western blot 

ratios (WB ratios) of the different metabolic enzymes amongst 

treatments were normalized to untreated A549 control cells 

under normoxia. Image analysis and quantification by 

densitometric scanning of replicate blots were performed using 
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Image LabTM software (version 4.1, Bio-Rad Laboratories, 

Hercules, CA, USA). 

 

Enzyme Activities  
 

A549 cells were rinsed with ice-cold PBS and scraped with lysis 

buffer 20 mM Tris-HCl pH 7.5 containing 1 mM DTT, 1 mM 

EDTA, 0.2% (v/v) Triton, 0.02% (v/v) sodium deoxycholate and 

supplemented with a protease inhibitor cocktail (Sigma-Aldrich). 

Cell lysates were disrupted by sonication using a titanium probe 

(Vibra-CellTM, Sonics & Materials, Newtown, CO, USA) and 

immediately centrifuged at 12,000× g for 20 min at 4 ºC. The 

supernatant was used for the determination of specific LDH and 

PFK-1 enzyme activities using a Cobas Mira Plus chemistry 

analyzer (Roche) in two independent experiments performed in 

triplicate. LDH activity in the forward reaction was measured in 

100 mM KH2PO4/K2HPO4 (pH 7.4) containing 0.2 mM pyruvate 

and 0.2 mM NADH, and the mixture was incubated at 37 ºC. 

PKF1 activity was measured in 62.5 mM Tris-HCl (pH 8.0) 

containing 94 mM KCl, 1.85 mM DTT, 0.24 mM ATP, 0.60 mM 

MgSO4, 0.24 mM fructose-6-phosphate, 43.2 U mL−1 aldolase, 

15.6 U mL−1 triosephosphate isomerase and 2.4 U mL−1 

glyceraldehyde 3-phosphate dehydrogenase. The mixture was 

incubated at 37 ºC. The enzyme activities were normalized by 

protein content using BCA method (Thermo Fisher Scientific). 

Enzyme activities are expressed as milliunits per milligram (mU 

mg−1) of protein. 

 

Network Analysis by Node Embeddings  
 

Protein-protein interaction signaling networks were modelized 

throughout Reckonect process based on the machine learning 

algorithm node2vec [130]. This process produces for each 

protein of the network a vector in an embedding space. These 

vectors can be compared via a cosine distance to predict their 

proximity. To predict the proximity between two groups of 

proteins, we sum of the cosine distance (exceeding a threshold 

set at 0.5 in this article) in the cosine similarity matrix of the 

nodes embedding of all proteins of the 2 groups. We model a 

disease (or a chemical) through proteins co-cited with the disease 
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(or the chemical) in the scientific literature (bioassays and 

scientific articles). The more a protein is co-cited with the 

disease (or the chemical), more important its embedding vector 

will have in the representation of the disease (or the chemical). 

Finally, the proximity of a group of proteins and a disease (or 

chemical) can be predicted by comparing the embedding vectors 

of the protein group to the embedding vectors of the proteins co-

cited in the literature with the disease (or the chemical) by 

considering the number of co-citations has a weight of the 

vectors. 

 

Altogether, this machine learning method produces a proximity 

score that we used to rank therapeutic candidates. It should be 

distinguished from restricted enrichment methodologies. 

Noteworthy, it uses the recurrence frequency of therapeutic 

association with proteins, and learns a model in an unsupervised 

dependent manner. As a machine learning method, it relies on 

previously described statistical methods [130]. 

 

This process uses several databases of protein-protein 

interactions as well as databases of relationships between 

chemicals, diseases, biological processes and proteins. 

(ChEMBL [130], PubChem [132], PUBMED/MEDLINE, CTD 

[133], DGIdb [134], SIGNOR [135], UniProt [136], BioGRID 

[137], Complex Portal [138], IntAct [139], mentha [140], MINT 

[141], Reactome [142], and STRING [143]). 

 

In our analysis, we took into account only proteins extracted by 

proteomic analysis that are involved in cell metabolism 

processes (ATP metabolic process (GO:0046034), oxidation–

reduction process (GO:0055114), carbohydrate metabolic 

process (GO:0005975), lipid metabolic process (GO:0006629) 

and cellular protein metabolic process (GO:0044267)). We 

compared the different sets of proteins extracted by proteomic 

analysis with bronchoalveolar adenocarcinoma (MESH: 

D002282 pulmonary adenocarcinoma). Drug repositioning was 

performed for each condition with phase 4 used drugs targeting 

each network of deregulated proteins upon TSA, NAM under 

hypoxic and normoxic treatments.  
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Experimental Design and Statistical Rationale  
 

Three biological replicates were used in all experiments except 

for the proteomic analysis. The statistical analysis of the 

proteomic data described above in “Database search and 

quantitative iTRAQ analysis” was based on one experiment 

setup prior to confirm the dysregulation of eight proteins by 

three biological replicates through Western blot analysis. 

Statistical significance of differences between treatments was 

calculated by Student’s t-test. 
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Figure S1: Cell cycle analysis of KDACI-treated cells under normoxia and 

hypoxia. A, B and C. A549 cells were treated with 1 μM of TSA, 20 mM of 

NAM and both 1 μM TSA and 20 mM NAM for 24 h of incubation under 

normoxia and hypoxia. Cells incubated in medium without KDACIs served as 

control. Bars represent the means ± standard error of the mean of three 

independent experiments.  The asterisks above bars indicate statistically 

significant differences compared to normoxic control cells. The ssterisks above 

curly brackets indicate statistically significant differences between hypoxic and 

normoxic treatments and between hypoxic treatments and hypoxic control cells. 

Statistical significance was assessed by a two-tailed Student’s t-test. *, p ≤ 

0.05; **, p ≤ 0.01; ***, p ≤ 0.001. 
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Figure S2: Intracellular ROS levels of KDACI-treated A549 cells under 

normoxia and hypoxia. A549 cells were treated with 1 μM TSA, 20 mM NAM 

and both 1 μM TSA and 20 mM NAM under normoxia and hypoxia. Cells 

incubated in medium without KDACIs served as control. Bars represent the 

means ± standard error of the mean of three independent experiments.  The 

asterisks above curly brackets indicate statistically significant differences 

between normoxic treatments and normoxic control cells and between hypoxic 

treatments and hypoxic control cells. Statistical significance was assessed by a 

two-tailed Student’s t-test. ***, p ≤ 0.001.; a. u., arbitrary units. 
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Table S1: Gene ontology enrichment analysis on PIR keywords. A549 cells were treated with 1 μM TSA, 20 mM NAM and both 1 μM TSA and 20 mM NAM under normoxia and hypoxia. Cells 

incubated in medium without KDACIs served as controls. GO enrichment analysis of the Protein Information Resource (PIR) keywords is shown for TSA treatment under normoxia, NAM treatment 

under normoxia, TSA/NAM treatment under normoxia, control cells under hypoxia, TSA treatment under hypoxia, NAM treatment under hypoxia and TSA/NAM treatment under hypoxia with 

respect to control cells under normoxia. The list of the PIR keyword is presented with the percentage of proteins and the p-value related to each keyword for each treatment. Significantly (p-value ≤ 

0.05) enriched processes are colored in blue. 

  
TSA  

Normoxia 

NAM 

Normoxia 

TSA + NAM  

Normoxia 

Hypoxia TSA  

Hypoxia 

NAM  

Hypoxia 

TSA + NAM  

Hypoxia 

Keywords % of  

proteins 

p-value % of 

proteins 

p-value % of 

proteins 

p-value % of  

protei

ns 

p-value % of 

protei

ns 

p-value % of 

protei

ns 

p-value % of 

proteins 

p-value 

Acetylation 70 <0.001 76 <0.001 63 <0.001 61 <0.001 68 <0.001 66 <0.001 64 <0.001 

Ribosome 12 <0.001 4 0.031 1 <0.001 5 0.019 8 <0.001 14 <0.001 10 <0.001 

Protein Biosynthesis 16 <0.001 15 <0.001 17 <0.001 14 <0.001 11 <0.001 19 <0.001 16 <0.001 

Ribonucleoprotein 16 <0.001     16 <0.001 14 <0.001 11 <0.001 20 <0.001 12 <0.001 

Ribosomal protein 13 <0.001 7 0.005 12 <0.001 11 <0.001 10 <0.001 16 <0.001 10 <0.001 

Phosphoprotein 74 <0.001 61 <0.001 65 <0.001 68 <0.001 68 <0.001 64 <0.001 72 <0.001 

Cytoplasm 42 <0.001 34 <0.001 35 <0.001 43 <0.001 37 <0.001 4 <0.001 4 <0.001 

RNA-binding 13 <0.001 12 <0.001 13 <0.001 13 0.004 9 0.005 12 <0.001 15 <0.001 

mRNA splicing 9 <0.001 10 <0.001 8 <0.001 7 0.020 8 <0.001 7 <0.001 10 <0.001 

mRNA procesing 9 <0.001 10 <0.001     5 0.019 8 <0.001 7 <0.001 10 <0.001 

Methylation 8 <0.001 8 0.002 6 0.003         7 <0.001 6 0.020 

Blocked amino end 5 0.002 5 0.005 6 <0.001 5 0.029 4 0.002 4 0.002 6 <0.001 

NADP 6 0.002                         

Glycolysis 4 0.002             3 0.028     4 0.015 

Actin-binding 7 0.004             7 <0.001         

Oxidoreductase 9 0.004 8 0.062             7 0.046     

Spliceosome 5 0.006 4 0.076 6 <0.001 5 0.046     4 0.005 7 <0.001 

Mitochondrion 11 0.008 10 0.096 11 0.004 13 0.031 17 <0.001 10 0.025 15 <0.001 
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Abstract  
 

During the last decade, T-cell therapies, and particularly 

chimeric antigen receptors (CAR) T-cell therapies, have 

established themselves as a treatment modality in haematological 

malignancies. Their success in solid cancer is still not evident 

due to several factors, including the challenge of an 

immunosuppressive tumour microenvironment (TME). This 

chapter will discuss the development of adoptive T-cell 

therapies, and the genetic modification of T cells with CAR and 

T cell receptors (TCR) providing a powerful approach to 

engineer an anti-tumour reactive T-cell repertoire when the 

endogenous repertoire is insufficient.  Extending the success of T 
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cell therapies to other patient populations requires novel 

strategies to overcome immunosuppression and logistical 

manufacturing challenges. 

 

Adoptive Cell Therapy  
 

Ideally, efficient tumour-specific effectors and memory T cells 

can be induced spontaneously or by therapeutic vaccination. 

Nevertheless, in certain cases, active immunization is difficult 

due to the lack of an effective endogenous T-cell repertoire 

against targeted tumour antigens.   

 

Adoptive T cell-mediated therapy started with bone marrow 

transplantations in leukaemia patients around 1980 [1,2] and in 

1985 came the first report of adoptive transfer of lymphokine-

activated killer (LAK) cells in metastatic cancer patients [3].  

LAK cells are CD3+ CD8+, but distinct from NK and T cells, 

and are generated from PBMCs grown in high concentrations of 

IL-2.  As their name indicates, they can mediate lysis of fresh, 

non-cultured tumour cells. Donor leukocyte infusion (DLI) has 

become an established treatment for relapsed haematological 

malignancies [4].  It was first performed in chronic myelogenous 

leukaemia (CML) patients [5] for which high response rates are 

limited. DLI often has major complications like acute and 

chronic graft-versus-host disease (GVHD) [6]. These initial 

treatments were followed by a series of T cell transfers to limit 

toxicity. One of the most effective strategies is to generate 

tumour-specific T cells. The adoptive transfer of selected 

tumour-reactive T cells has so far proven efficacious in patients 

suffering from Epstein-Barr virus (EBV)-associated lymphomas 

and solid tumours [7-10]. The infusion of tumour-infiltrating 

lymphocytes (TILs) in melanoma patients was pioneered by 

Steven Rosenberg’s group [11] and has also been tested for the 

treatment of other types of cancers [12-15]. Combining TIL 

transfer with intensive preconditioning of the patient results in 

high response rates, occasionally durable [16]. However, TILs 

can only be reliably grown from patients with a very limited 

number of cancer types, mainly melanoma. TIL therapy was 

introduced prior to the immune checkpoint inhibitor (ICI) era; 

however, most melanoma patients progress within the first 5 
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years of therapy. Hence, there is still a significant unmet clinical 

need [17].Therefore, there are ongoing clinical trials and 

treatments offered of TIL therapy [18].  Recently, a phase III 

trial, M14TIL (NCT02278887) showed ground-breaking results 

[19]. The trial randomised 168 patients with unresectable stage 

IIIC-IV melanoma to receive immunotherapy with the anti-

CTLA-4 antibody ipilimumab or TIL treatment.  Most patients 

had failed previous treatment with anti-PD-1 antibodies. TIL-

treated patients had a significantly longer median progression-

free survival (7.2 months) compared to those receiving 

ipilimumab (3.1 months). The overall response rate to TILs was 

49% versus 21% for ipilimumab; median overall survival was 

25.8 months versus 18.9 months.  

 

When cancer patients are exposed to high levels of tumour 

antigen expression over a longer period of time, this may result 

in profound immune tolerance. Additionally, the expression of 

many tumour-associated antigens, including cancer germline 

antigens like NY-ESO-1 and MAGE, has been detected in 

medullary thymic epithelial cells and is involved in the induction 

of central tolerance [20]. In the absence of an adequate level of 

endogenous tumour-reactive T-cell response, recent clinical 

studies have shown that it is feasible to compensate for this by 

engineering a tumour-specific T cell repertoire [21].  

 

Redirected T cells – Promise and Pitfalls  
 

T cells can be retargeted against tumour cells through the 

transfer of genes encoding T cell receptors (TCR) or chimeric 

antigen receptors (CAR) (Figure 1). The latter receptor is 

normally derived from the variable chain of an antibody 

recognizing extracellular proteins that are tumour- or cell-type-

specific, and the intracellular domain of CAR comes from TCR 

co-signalling moieties [22-25]. Most CARs combine the benefits 

of high-affinity antibodies with T cell effector functions.  The 

first CAR prototype was published by Kuwana and colleagues 

[22] where they showed that a chimeric construct of 

immunoglobulin-derived V regions and TCR-derived C regions 

could signal when recognizing its target. Another early construct 

was produced by Zelig Eshar’s group who showed that a similar 
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chimeric construct could kill target cells with the specificity of 

the antibody from which the CAR was built [23]. The end goal 

of T-cell therapy is to achieve both long-term persistence and 

durable remission. 

 
 
Figure 1: TCR and CAR T cell recognition of tumour cells. Created using 

BioRender.com. 

 

However, some early experiences have shown that the potency 

of this treatment may also lead to unexpected toxicity caused by 

reactivity against normal tissues expressing low levels of the 

antigen. In melanoma trials, this toxicity has mainly consisted of 

“on-target” toxicity against pigmented cells in the eye and inner 

ear, side effects that have been manageable. In a clinical trial of 

metastatic renal cell carcinoma (RCC), patients were treated with 

increasing doses of T-cells transduced with CAR specific for 

carboxy-anhydrase-IX (CAIX) [26].  The initial T-cell infusions 

were well tolerated, but after 4-5 infusions, severe liver toxicity 

occurred, most likely due to CAIX expression in bile duct 

epithelial cells.   Another patient participating in a trial at the 

National Cancer Institute, US, employing a CAR targeting 

Her2/neu, died after experiencing sudden respiratory toxicity 

[27].  Infused T cells were localized non-specifically in the lung 

and liver after infusion, and the effect in the above clinical trial 
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was thought to be due to low-level expression of Her-2/neu in 

the lung, causing massive T-cell infiltration and cytokine release. 

To prevent these effects, fewer T cells are infused and 

lymphodepletion regimens are adjusted.  The potency of 

engineered T cells highlights the need for the careful selection of 

target antigens based on their expression profiles.  

 

CAR in the Clinic  
 

CAR-based T-cell therapies have been very successful in 

haematological malignancies where they have led to durable 

clinical responses. The overall response rate across numerous 

trials in patients with leukaemia, lymphoma, and myeloma is 50-

90% [28]. Currently, six CAR-T products have been approved 

by the US Food and Drug Administration (FDA) and European 

Medicines Agency (EMA) (Table 1). In haematological 

malignancies, cancer cells are generally more accessible to CAR 

T cells, which can be targeted against B-cell lineage antigens 

(CD19 and BCMA) without acceptable toxicity.  In contrast, 

solid tumour CAR T-cell therapies have limited efficacy and are 

still under development. Several hundred clinical trials are 

ongoing; however, to date, no solid cancer CAR has been 

approved by the FDA or EMA. 

 
Table 1: FDA- and EMA-approved CAR-T products since 2017. 

 

Target Disease Patient Population Brand 

Name 

Company 

CD19 B-cell acute 

lymphoblastic  

Leukaemia 

(B-ALL),  

B-cell Non-

Hodgkin 

Lymphoma 

(NHL) 

Children or young 

adults with 

refractory or 

relapsed B-ALL. 

Adults with 

refractory or 

relapsed B-cell 

NHL. 

Kymriah Novartis 

CD19 B-cell Non-

Hodgkin 

Lymphoma 

(NHL),  

Follicular 

Lymphoma 

(FL) 

Adults with 

refractory or 

relapsed B-cell 

NHL, 

Adults with 

refractory or 

relapsed FL 

Yescarta Kite, a 

Gilead 

Company 

CD19 B-cell acute Adults with Tecartus Kite 
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lymphoblastic  

Leukaemia 

(B-ALL),  

Mantle cell 

lymphoma 

(ML) 

refractory or 

relapsed B-ALL,  

Adults with 

refractory or 

relapsed ML. 

Pharma, 

Inc. 

CD19 B-cell Non-

Hodgkin 

Lymphoma 

(NHL) 

Adults with 

refractory or 

relapsed B-cell 

NHL 

 

Breyanzi Juno 

Therapeut

ics Inc.  

(Bristol 

Meyers 

Squibb) 

BCMA Multiple 

myeloma 

(MM) 

Adults with relapsed 

or refractory MM 

Abecma Bristol 

Meyers 

Squibb 

BCMA Multiple 

myeloma 

(MM) 

Adults with relapsed 

or refractory MM 

Carvykti* Janssen 

Pharmace

u-tical 

(Johnson 

& 

Johnson) 

*Conditional marketing authorization by EMA May 2022. 
 

TCR in the Clinic  
 

Selecting TCRs that target true tumour-specific antigens offers 

the possibility of selective tumour eradication without serious 

adverse autoimmune effects. 

 

Results from the first clinical trial using retroviral transfection of 

an αβ TCR specific for a tumour-associated antigen (MART-1) 

demonstrated that conferring T-cell-mediated immunity by this 

approach can be used to obtain important clinical results. 

Regression of metastatic lesions and prolonged persistence of 

CTLs in two out of fifteen patients has been reported [21].  

 

The potential risk of toxicity in TCR gene therapy is α/β-chain 

mispairing, which leads to off-target autoimmune reactivity. 

When a new TCR is introduced by gene transfer, the native α or 

β chains can cross-pair with the reciprocal transgenic chains to 

produce a new hybrid TCR giving rise to TCRs with neo-

reactivities. To date, this has not been reported in clinical trials, 

but in vitro systems and animal models have demonstrated 

potential risks [29]. Several approaches have been developed to 



Immunology and Cancer Biology 

7                                                                                www.videleaf.com 

prevent such TCR cross-pairing and generate predictable TCR 

transgenic T cells in clinical studies (175). One approach to 

obtain preferential pairing of TCR chains is the introduction of 

cysteines in the constant domains of the α and β chains [30]. This 

also increased the surface expression of the TCR.  Specific 

silencing of endogenous TCR by small interfering RNA (siRNA) 

incorporated in the viral vector encoding the novel TCR is 

another strategy to reduce the expression of endogenous TCR 

and thereby the risk of mispairing [31]. One of the challenges in 

TCR gene therapy is to increase the functional avidity of T cells 

as TCRs, in contrast to antibodies that do not undergo somatic 

hypermutation to enhance their affinity for the recognized 

antigen.   

 

Very high-affinity TCRs specific for self-peptides are generally 

not present due to tolerance towards self-antigens, although 

some autoreactive T cell clones probably escape deletion during 

negative selection in the thymus [32]. One strategy to generate 

high-affinity TCRs is the in vitro affinity maturation of TCRs. 

Several reports indicate that enhancing TCR affinity beyond a 

certain threshold does not improve T cell function [33] and can 

lead to the loss of target cell specificity [34]. Even when peptide 

specificity is retained, very high affinity TCRs mediate 

accelerated T-cell responses, but interestingly lead to an inability 

to recognize a low density of MHC/peptide antigen [35]. 

 

A limitation of using transferred TCRs that do not apply to 

CARs is their HLA-dependence.  The TCR is restricted to 

binding to a certain HLA molecule. However, certain HLA 

molecules are widely expressed, such as HLA-A2 and HLA-A3 

for HLA class I, together covering 75% of the Caucasian 

population, or HLA-DP4 for HLA class II, which is present in 

76% of the Caucasian population [36]. This approach is both 

laborious and costly and therefore, likely to be restricted to 

patients with common HLA types. 

 

To date, no TCR has been approved for use in T cell therapy for 

cancer. However, recently, the bispecific T-cell engager  

tebentafusp, which targets the melanoma-associated antigen 

(gp100) was approved by the FDA for the treatment of 
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unresectable/metastatic uveal melanoma [37]. Unfortunately, 

TCR-based therapy lags behind the CAR-based therapy 

clinically, but could be more efficient than CARs against solid 

tumour [38]. The number of targetable tumour antigens is largely 

increased for TCR compared to CAR therapy, as it includes all 

proteins present on the cell surface in the context of MHC, 

requires a lower abundance of the target antigen, and reduces the 

risk of cross-reactivity with healthy cells [39,40]. The number of 

clinical trials testing different TCRs is steadily increasing [41]. 

Several of these trials have shown very encouraging clinical 

results [42-44].  

 

Transient versus Stable CAR and TCR 

Expression  
 

The main approach used for CAR and TCR transfer in clinical 

trials is transduction with lentiviral (LV) or retroviral (RV) 

vectors, which give stable expression of the receptor of interest.  

The main difference between the two types of viral vectors is 

that RV vectors only infect dividing cells, whereas LV vectors 

can infect non-activated resting cells. LV vectors can also 

accommodate larger genetic cargo than RV vectors [45]. The 

viral vector life cycle involves cell entry, reverse transcription of 

the RNA genome into complementary (c)DNA and integration of 

the latter into the host genome.  

 

The RV vector should not continue to spread after the initial 

infection and by replacing most of the coding regions of the 

retrovirus with the transgene of interest, the vector itself cannot 

produce the proteins required for subsequent replication. The 

viral proteins required for initial infection can be produced in a 

retroviral packaging cell line that has gag, pol, and env genes 

integrated separately in its genome [46].   

 

T cell manufacturing using viral vectors is costly and time-

consuming, leaving a logistical bottleneck, and there are 

therefore ongoing efforts to reduce production time and avoid 

activation of T cells leading to differentiation [47]. Pre-clinical 

results are encouraging but will have to be clinically validated.  
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Additionally, novel methods for gene editing are becoming 

increasingly available, including CRISPR-Cas systems, which 

can be scaled up with high precision, allowing precise insertion 

of receptors into defined genomic loci, as well as combinatorial 

gene knock-ins and knockouts. The technology has already made 

its way to the clinic [48,49] and could provide a more sustainable 

production method than viral vector technology in the  long term 

due to the lower costs of material  [50,51]. The clinical proof-of-

concept demonstrated the feasibility and safety of CRISPR 

engineering of T cells for the treatment of cancer.  

 

Another alternative non-viral method for gene transfer is the 

Sleeping Beauty (SB) transposon technology. SB transposase is 

introduced into a cell in the form of DNA (expression plasmid), 

mRNA, or recombinant protein together with donor DNA 

containing the transposon to be mobilized. SB transposon 

technology was first tested clinically for CD19CAR-T 

production from autologous or donor-derived T cells in acute 

lymphoblastic leukaemia (ALL) and Non-Hodgkin Lymphoma 

(NHL) [52]. 

 

These trials met their clinical endpoints in terms of safety, 

feasibility, and efficacy.  

 

There have been a limited number of clinical studies, but this 

technology has been proven to be safe and feasible for the 

treatment of ALL with CAR-modified donor-derived cytokine-

induced killer (CIK) cells [53]. In this study, a dose-dependent 

clinical response was observed.  The first clinical trial using this 

technology for CAR-T therapy in multiple myeloma is ongoing 

[54]. 

 

Insertional mutagenesis has been a concern associated with the 

use of viral vectors for the modification of haematopoietic stem 

cells, but mature T cells have been shown to be much less prone 

to oncogene transformation in both clinical [55] and pre-clinical 

[56] settings. To enable the destruction of stably transfected T 

cells misbehaving in vivo, the strategy of transferring suicide 

genes along with  TCR genes has been explored and is already in 

late-phase clinical trials [57]. 
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To eliminate the potential risks of T cell transformation and 

long-term toxicity, mRNA-engineered T cells with transient 

TCR and CAR expression can be used [58-60]. This strategy 

enables the fast screening of TCRs candidates for clinical use. 

Although long-term TCR expression is not achieved by mRNA 

electroporation, this could be partially compensated for by 

multiple infusions, as recently demonstrated in a mesothelioma 

mouse model with the adoptive transfer of T cells electroporated 

with mRNA encoding CAR [61].  Furthermore, another 

advantage offered by this approach is the possibility of co-

electroporation of T cells with RNA encoding homing receptors 

or other molecules [62-64]. Clinically, transient CAR expression 

was first used to treat pancreatic cancer patients with mesothelin-

specific CAR in order to avoid off-target toxicity [60]. The 

treatment was shown to be safe and feasible, with mesothelin 

CAR-T cells migrating to primary and metastatic tumour sites. 

There was also evidence of the therapeutic potential of the 

transiently modified CAR T cells, with a mixed metabolic 

tumour response in one patient [60,65]. A c-Met-specific CAR 

was also tested in a trasneint approach in metastatic breast cancer 

patients in a phase 0 clinical trial with a single intratumoural 

injection producing local inflammatory responses and tumour 

necrosis [66].  

 

The transient approach is also gaining momentum in other solid 

tumours where the risk for uncontrollable off-tumor toxicities is 

of particular concern such as glioblastoma. Preclinical testing of 

NKG2D-based CAR T cells co-expressing interleukin-12 (IL-12) 

and interferon alpha2 (IFN-α2) in orthotopic immunocompetent 

mouse models demonstrated increased anti-glioma activity and 

provided a rationale for clinical studies with mRNA-based CAR 

T cell treatment of brain tumours [67]. For TCR, this approach 

has so far mainly been tested pre-clinically [59,68-71], but the 

approach has been used clinically in colorectal cancer 

(NCT03431311). Furthermore, a recent study in patients with 

recurrent hepatitis B virus (HBV)-related hepatocellular 

carcinoma showed that multiple infusions of mRNA-

electroporated T cells expressing HBV-specific TCR was well-

tolerated [72]. Due to the concomitant use of 

immunosuppressive drugs after liver transplantation in these 
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patients, TCR-modified T-cell anti-tumour reactivity was not 

detected.  

 

The Optimal T-cell Subset for ACT  
 

Both the adoptive transfer of tumour-reactive TILs and TCR 

engineered T cells require ex vivo expansion of T cells.  Several 

studies have demonstrated that multiple rounds of stimulation 

result in full differentiation, loss of homing receptors and 

potential exhaustion of the expanded T cells and reduced in vivo 

persistence [73,74].  In vivo persistence of modified T cells has 

been correlated with clinical response [75]. CD8+ T cells are 

divided into different subsets based on their multi-parameter 

phenotype and function [76,77]. The expression of CD27 and 

CD28 is associated with increased proliferative capacity of T 

cells as well as the ability of T cells to survive following 

activation. This has also been linked to the upregulation of anti-

apoptosis molecules like Bcl-x upon stimulation through CD27 

[78]. A lack of telomerase activity and the consequent shortening 

of chromosomal telomeres are associated with the differentiation 

of T cells to an end-stage effector cell with limited proliferative 

capacity [79]. Great variation in in vitro culture protocols used 

for activation and expansion of tumour-specific T cells and 

results in variable T-cell differentiation.  These differences most 

likely have major implications for in vivo T-cell persistence and 

the success of the treatment [80,81]. The main focus of T-cell 

therapy development has been on finding tumour targets and 

improving the genetic modifications of the immune cells while 

less effort has been made to efficiently produce the optimal cell 

subset. The present ex vivo T-cell manufacturing (Figure 2) is 

very different from physiological T-cell expansions occurring in 

vivo when T cells encounter antigen and does not generate the T-

cell subsets that provide long term optimal therapeutic efficacy 

in solid cancers. After the patient has undergone leukapheresis, 

the T cells are isolated and activated, transduced by viral vectors 

encoding for the CAR or TCR, expanded and cryopreserved 

before they are infused back into the patient 
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Figure 2: CAR- and TCR-modified T cell manufacturing. Created using 

BioRender.com. 

 

The T cells are generally stimulated with CTS™ Dynabeads™ 

CD3/CD28 or with MACS® GMP T Cell TransAct™ beads 

coated with CD3 and CD28 antibodies that mimic the interaction 

between T cells and antigen presenting cells in vivo and have 

been used for expansion of large numbers of T cells for T-cell 

based therapies [82]. Most current protocols generate a 

heterogeneous population of mainly so-called effector memory T 

cells (TEM). It is now clear that the quality, efficacy, and 

longevity of T-cell immunity depend on the differentiation of 

naïve T cells (TN) into phenotypically distinct subsets with 

specific roles in protective immunity. These include memory 

stem-like (TSCM), central memory (TCM), effector memory (TEM), 

and highly differentiated effector (TE) T cells. Less differentiated 

cells like TCM and TSCM were shown to respond more persistently 

against cancer cells [83,84]. Indeed, the hostile milieu where 

cancer cells proliferate inhibits killing and growth of non-

optimal, fragile effector T cells, whereas TCM and TSCM better 

withstand the immunosuppressive environment. Preclinical 

mouse models have shown that engineering T cells selected from 

more naïve (TN) and central memory (TCM) subsets (or their 

intermediates), or expanding TN ex vivo in the presence of 

molecules that inhibit T cell differentiation, provide cell products 

with superior engraftment, proliferation and anti-tumour effects 

after adoptive transfer [85,86]. Efforts have been made to 

produce larger numbers of TCM which are less differentiated and 

persist for longer using combinations of cytokines including IL-

2, IL-4, IL-7, IL-15 and IL-21 and varying stimulation times and 

transduction time points [87,88]. Cellular products with a higher 

percentage of central memory phenotype T cells showed high in 

vitro efficacy in 2D and 3D cultures. There is also several 
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ongoing efforts to produce TSCM which have been shown to give 

rise to TCM [89,90]. The presence of these cells have been shown 

to correlate with higher efficacy in response vaccination, 

immune checkpoint therapy, and CAR-T therapy, both pre-

clinically and clinically [83,91-94]. 

 

Allogeneic Approaches  
 

The production of patient autologous T cell products is complex 

and expensive and remains a bottleneck for the wider 

distribution of this therapy. To provide increased availability of 

T-cell therapy to patients, allogeneic approaches are promising 

solutions. The number of patients that can be treated from one 

batch of allogeneic immune cells will depend on the production 

methods and yield of efficient and persistent CAR- or TCR 

modified cells. An important obstacle to the production of 

allogeneic CAR T cells is the requirement for human leukocyte 

antigen (HLA)-matching to avoid rejection of the infused T cells 

or Graft versus Host Disease (GvHD). To remedy this, genome-

editing has been used to disrupt the endogenous TCR generating 

universal CAR T cells.  Clinical studies have shown proof of 

concept of allogeneic CAR T cells inducing remissions in 

leukemia patients, with a few cases of mild GvHD [95]. 

 

Another alternative would be to use Natural Killer (NK) cells for 

allogeneic CAR- or TCR- therapy as these cells generally do not 

cause GvHD. In a recent phase I/II study CD19CAR NK cells 

produced from cord blood showed clinical efficacy in B-cell 

lymphoma and –leukaemia patients [96]. A concern using NK 

cells is their persistence, however, in this study the infused CAR-

NK cells could be detected at low levels for at least 12 months. 

Further clinical studies using allogeneic approaches are 

warranted to investigate clinical efficacy.  

 

The Tumour Microenvironment and Resistance 

Mechanisms  
 

T-cell therapy has shown signs of activity in solid tumours, but 

consistent durable response rates have so far been disappointing 

[97,98]. The tumour microenvironment (TME) plays an 
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important role in the response to therapy and can inhibit anti-

tumour T cell responses in several ways. The TME impairs 

trafficking to the tumour site using physical barriers such as 

dysregulated tumour vasculature and dense fibrogenic 

extracellular matrix (ECM), or the presence of 

immunosuppressive cells including myeloid-derived suppressor 

cells (MDSC), regulatory T cells (Treg), and cancer-associated 

fibroblasts (CAF). These cells produce immunosuppressive 

cytokines and chemokines, attracting more immunosuppressive 

cells, and express inhibitory enzymes and immune checkpoint 

molecules that further dampen the anti-tumour response [97]. In 

solid tumours there is also extensive competition for nutrition 

and metabolic fuel between proliferative cancer cells and 

activated T cells, both relying on glycolysis as their primary 

means of energy metabolism [99]. 

 

Ways of counteracting this is to produce more metabolically fit 

therapeutic T cells, use intra-tumoural or locoregional delivery 

of T cells, or use combination therapies to induce acute 

inflammation in the TME. Brain tumours have a very 

challenging TME and a challenging route to reach the tumour 

after intravenous administration. Several clinical trials have 

demonstrated safety and efficacy of locoregional infusion of 

CAR T cells into the central nervous system [100-102]. 

 

Combination Therapies  
 

Another way to enhance the efficacy of T cell therapy in a 

hostile TME is to combine the therapy with other therapeutic 

approaches to enhance the efficacy. In patients with malignant 

pleural disease (including metastatic lung cancer and breast 

cancer), mesothelin CAR T cells were administered into the 

pleura in combination with anti-PD-1 blockade [103]. Stable 

disease was obtained for ≥6 months in 8/27 patients, and 2 

patients exhibited complete metabolic response on PET scan. 

 

In addition to immune checkpoint blockade, CAR T cell 

therapies have been tested in combination with chemotherapy, 

radiotherapy, oncolytic viruses, cancer vaccines, cytokines, Bi-

specific T-cell engagers (BiTEs), immunomodulatory agents, 
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haematopoietic stem cell transplantation (HSCT), and metabolic 

inhibitors (recently reviewed in [104]).  Personalising such 

strategies for patients will most likely be necessary to improve 

current response rates to T-cell therapies in advanced solid 

tumours.  

 

Conclusion  
 

Adoptive T-cell therapy is well established as an effective 

therapeutic modality in cancer. Progress has been made in 

understanding the mechanism of action of engineered T cells and 

major therapeutic resistance mechanisms. Modifications to 

CAR- and TCR-engineered T cells or combination with other 

therapies can increase their potency; however, logistical 

challenges in manufacturing and delivery are required for 

increased availability and their broader use. Current viral vector 

production is complex and expensive, and we see alternative 

methods including mRNA, CRISPR-Cas, and transposon 

technologies which are already in early clinical trials. Allogeneic 

immune cell approaches are also a field of intense research, but 

further studies are needed to improve therapeutic immune cell 

safety, efficacy, and persistence. 

 

Finally, the success of these therapies in solid cancer is still very 

limited and combination therapies to address the challenges of 

the TME and increase tumour infiltration are essential to 

enhance therapeutic efficacy. 
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Abstract  
 

Therapeutic cancer vaccines were first tested clinically around 

three decades ago but failed to provide sufficient clinical 

benefits. These vaccines have undergone revival in recent years, 

particularly with the introduction of immune checkpoint 

inhibitor therapy. Their goal is to induce de novo immune 

responses or boost those already existing against cancer antigens 

to establish a long-term specific immunological memory. 

Ideally, this would be sufficient to eradicate the disease, which 

may occur in cases with a low tumour burden or high risk of 

relapse. With a higher tumour burden, therapeutic vaccines can 

stabilize the disease or, if combined with other therapies, induce 
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tumour regression and elimination. Here, we review different 

types of cancer vaccine platforms, types of target antigens and 

mechanisms that can lead to reduced efficacy, including both 

tumour-intrinsic and -extrinsic factors. Lastly, we will 

demonstrate how strategies for combining cancer vaccines with 

other immunomodulatory therapies may surmount tumour 

resistance mechanisms and improve clinical efficacy. 

 

The Beginning of Immunotherapy  
 

Non-specific immunotherapy dates back to at least 1774, when 

Dupré de Lisle, a Parisian physician, found that the cancer 

regressed as the infection became more severe after injecting pus 

into the leg of a patient with inoperable breast cancer [1]. Over a 

century later William Coley, a bone surgeon, noted that a 

sarcoma patient showed regression of his tumour after 

developing erysipelas, a superficial bacterial infection of the skin 

that is most often caused by Streptococcus. During the next 40 

years, Coley treated numerous patients with a heat-killed 

bacterial vaccine containing extracts from Streptococcus and 

Serratia. Approximately half of the patients treated with 

“Coley’s toxin” showed a good clinical responses [2]. 

Nonetheless, immunotherapy targeting tumour antigens is a 

preferred choice to limit toxicity to normal tissue> 

 

There is an important distinction between preventive 

(prophylactic) and therapeutic cancer vaccines. Examples of 

preventive vaccines include the Human Papilloma virus (HPV) 

and the Hepatitis B virus (HBV) vaccines. These vaccines are 

designed to prevent the infection itself and thereby associated 

cervical or hepatocellular cancers, respectively (reviewed in [3]). 

Preventive vaccines will not be treated here; however, there are 

also therapeutic cancer vaccines that target viral or bacterial 

antigens in these cancers. The first preventive vaccine approved 

for cancer therapy was the Bacillus Calmette-Guérin (BCG, 

TheraCys®, TICE®) vaccine. Originally used for the prevention 

of tuberculosis, and therefore based on a live attenuated strain of 

Mycobacterium bovis, the vaccine replaced cystectomy as the 

treatment of choice for in situ bladder carcinoma in the mid-

1980s. The BCG vaccine has been shown to reduce the risk of 
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recurrence, and maintenance therapy reduces the risk of 

progression in non–muscle invasive bladder cancer [4,5]. 

 

The Mechanism of Action of Therapeutic 

Cancer Vaccines  
 

The immune response against cancer depends on T cells that can 

recognise antigens, peptides, or degraded proteins from cancer 

cells, which differ from or are overexpressed compared to in 

normal cells. Cancer cells are characterized by genetic alterations 

and abnormal cell growth [6].  

 

These genetic alterations give rise to neoantigens and expression 

of differentiation antigens or cancer germline antigens, which 

can be degraded into peptides presented on major 

histocompatibility complex (MHC) class I molecules on the 

surface of cancer cells.  

 

Boon and colleagues showed that these were recognised by CD8 

T cells in cancer patients [7,8]. However, this antitumour 

immunity was mostly insufficient to control the tumours. Cancer 

immune editing demonstrates how cancer cells evolve to escape 

the immune system by downregulating the expression of T cell 

targets or MHC class I molecules [9,10]. 

 

Therapeutic cancer vaccines aim to generate de novo responses 

against such antigens or boost pre-existing anti-tumour reactive 

T cell responses. For a successful antitumour response, a series 

of events must occur, also termed the cancer immunity cycle 

[11]. Cancer cell antigens are released due to cancer cell death 

and can be captured by dendritic cells (DC), which are optimal 

antigen presenting cells (APC). These, in turn, process and 

present antigens to both CD8+ T cells on MHC class I and CD4+ 

T cells on MHC class II in the lymph nodes, leading to increased 

frequencies of specific T cells. These tumour-reactive T cells 

will then leave the lymph nodes and circulate to infiltrate the 

tumour elsewhere in the body. The killing of new cancer cells by 

these T cells will in turn create a second wave of immunity, with 

the release of new cancer antigens and a broadening of the 

immune system which can recognise a larger repertoire of 
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antigens, a process called epitope or determinant spreading [12–

14]. In cancer patients, this process is not optimal due to the 

numerous resistance mechanisms. However, vaccination can 

enhance the priming and activation of tumour-specific T cells, 

providing replenishment of tumour-specific T cells, which can 

boost the cancer immune cycle. 

 

The first vaccines approved were Oncophage (Vitespen) in 

Russia in 2008, a personalised cancer vaccine for renal cell 

carcinoma based on the autologous tumour-derived gp96 heat 

shock protein-peptide complex (HSPPC-96) [15], and Provenge. 

Provenge (sipuleucel-T) is an autologous cellular 

immunotherapy indicated for the treatment of asymptomatic or 

minimally symptomatic metastatic castrate-resistant (hormone-

refractory) prostate cancer and was the first FDA-approved 

therapeutic cancer vaccine in 2010 [16]. 

 

Tumour Specificity and Target Antigens  
 

A vaccine antigen should ideally be expressed exclusively in 

cancer cells, be essential for cancer cell survival, and be highly 

immunogenic. Target tumour antigens include a variety of 

mutated antigens and shared non-mutated, but aberrantly 

expressed, self-antigens (Table 1). Neoantigens or mutated 

antigens are generated due to the inherent genomic instability of 

a cancer which can harbour over 20 000 mutations [17]. These 

neoantigens are often unique, that is, they are expressed by a 

particular cancer cell in a particular patient and are therefore not 

easily defined or targeted. There are, however, “hotspots” for 

mutations, leading to neoantigens being expressed by a large 

number of tumours. These hotspots represent the key regulatory 

genes that are important in carcinogenesis. In microsatellite 

instable (MSI) tumours, as in the case of Lynch syndrome, 

patients have hereditary defects in DNA mismatch repair genes 

and early onset of a variety of cancers, such as colon 

adenocarcinoma. In MSI-positive colon cancer genes, 

transforming growth factor beta receptor II (TGFβRII) harbors 

frameshift mutations in approximately 90% of patients [18–20]. 

The immune system has generally not developed tolerance 

against these neoantigens as they are different from “self”.  
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Nevertheless, as human tumours generally take years to develop 

to the stage where they clinically manifest, the patient’s immune 

system will have been exposed to these neoantigens for several 

years and could become tolerant. 

 

Differentiation antigens are expressed in both normal and 

malignant cells but are often overexpressed in tumour cells. 

These antigens are generally shared between patients and have 

been targets of cancer vaccination due to their broad 

applicability. Examples include the melanocyte antigens Melan-

A/MART-1, tyrosinase first identified by Boon and colleagues 

[21,22] and gp100, identified by Bakker et al [23].  The 

repertoire of T cells specific for these antigens is often weak due 

to established tolerance, which, if broken, could cause 

autoimmunity [24]. 

 

Cancer germline or cancer testis (CT) antigens are antigens 

whose expression is essentially restricted to malignant cells, 

apart from the testis, placenta, and occasionally ovaries.  Many 

CT antigens have been discovered through the identification of 

specific T cells from patients or screening for autoantibodies in 

patient sera using the SEREX (serological identification of 

antigens by recombinant expression cloning) technology [25], 

implying that there must be an interaction between APCs, 

antibody-producing B cells, and T cells. The MAGE family [26–

28], SSX [29] and NY-ESO-1 [30,31] are well-known examples 

of these types of antigens.  

 

Overexpressed antigens are those whose expression exists in 

normal tissue, but their expression is restricted to some tissues 

and is generally low or transient in these tissues. As these are 

self-antigens, immunological tolerance to these antigens is 

normally high, but they are expressed at high frequency. One 

example is the reverse transcriptase subunit of telomerase 

(hTERT), which is overexpressed in 85-90% of human tumours 

[32–34] and absent in most normal adult tissues except stem 

cells, germ cells, and transiently in proliferating lymphocytes 

[35,36]. There is immunological tolerance against these 

overexpressed antigens, but this has been shown to be easily 
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broken naturally, as evidenced by spontaneous immunity or 

vaccination [37–39].  
 

Additionally, molecules present on the tumour cell surface can 

carry posttranslational modifications to proteins that differ from 

normal cells, such as aberrantly glycosylated or phosphorylated 

antigens that can be recognized by the immune system and have 

now reached clinical trials [40–42]. 

 

It has been known for many decades that infectious agents can 

be present in tumours and involved in tumourigenesis [43,44]. 

Many preventive vaccines have been developed against these 

infectious agents; however, some are also targeted by therapeutic 

vaccines. One of the best-known examples is vaccines targeting 

Human Papilloma virus (HPV) in cervical cancer [45,46]. These 

antigens are truly foreign to the immune system and are, thus, 

excellent targets for vaccination.  
 

Table 1: 

 
Antigen type Antigens Targets for 

vaccination 

Type of 

therapeutic 

vaccine 

Overexpressed 

antigens 

hTERT, survivin, 

HER2, MUC1, 

mesothelin 

Yes Peptide 

vaccine, DC-

based vaccines 

Differentiation 

antigens 

gp100, MART1, 

tyrosinase, PSA, 

PAP 

Yes Peptide 

vaccine, DC-

based vaccines 

Cancer  

germline/CT 

antigens 

MAGEA1–4, 

NY-ESO-1, 

PRAME, SSX2 

Yes Peptide 

vaccine, DC-

based vaccines, 

protein 

Neoantigens KRAS, EGFR 

variant III, 

TGFβRII, 

private/unique 

antigens 

Yes Peptides, 

protein, DC-

based vaccines, 

mRNA 

Post-translationally 

modified (e.g 

glyco- or 

phosphopeptides) 

phosphorylated 

BCAR3 peptide, 

O-GlcNAc 

peptides 

Yes Peptide 

vaccines 

Viral/bacterial  

antigens 

HPV, HBV, 

CMV,  

BCG 

Yes Peptide 

vaccines, DC-

based vaccines, 

DNA vaccines 
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An ideal target antigen for a vaccine should be indispensable to 

tumour cells and be expressed at a relatively high frequency in 

the patient population.  This implies that the target antigen has an 

essential role in tumour growth, survival, or progression and that 

if antigen loss variants occur, the tumour cells would have 

markedly impaired tumorigenic potential [47].   

 

Vaccine Platforms  
 

A number of improvements to vaccine platforms, adjuvants, and 

delivery systems have been made in recent years. A basic 

overview of vaccine strategies is shown in Figure 1. For vaccine 

efficacy, it is essential to ensure the delivery of vaccine antigens 

to the right compartment and in the right context. 

 
 
Figure 1: Strategies for cancer vaccination. Created using BioRender. 
 

Peptide Vaccines  
 

The first peptide vaccine against cancer was tested clinically in 

the 1990s. One of the first vaccines against mutant p21 ras in 

five pancreatic adenocarcinoma patients induced detectable T-

cell responses in 2/5 patients [48]. The patients were vaccinated 

with autologous PBMCs loaded overnight with a long synthetic 
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Ras peptide containing a mutation corresponding to that 

identified in their tumour. However, the T-cell responses seen in 

peripheral blood were transient. Peptides are generally easy to 

synthesize, produce clinical-grade, safe, and can be combined 

with a vaccine adjuvant. Short peptides (typically 8-10 amino 

acids) bind MHC class I molecules and induce CD8+ T cell 

responses, whereas longer peptides (typically 12-15 amino acids) 

can bind MHC class II molecules on antigen-presenting cells and 

induce CD4 T cell responses [49]. Numerous clinical trials of 

therapeutic vaccination have been conducted but gave clinical 

benefits only in a minority of patients. Most of the early trials 

used minimal T cell epitopes binding MHC class I molecules, 

however, this was also shown to lead to immunotolerance 

against vaccine peptides [50,51].  Short peptides can bind 

exogenously to MHC I molecules on all nucleated cells that 

express these molecules. In preclinical experiments this was 

found to cause general antigen presentation without proper co-

stimulation or adjuvant stimuli. In comparison, synthetic long 

peptides (SLP) (typically [25-35] amino acids long) must be 

taken up by antigen presenting cells and processed before they 

can be presented on MHC class I and MHC class II molecules. 

This can only be performed by professional antigen-presenting 

cells like dendritic cells (DC), which can ensure optimal peptide 

presentation and T-cell stimulation [52–54]. 

 

SLP vaccines have demonstrated efficacy in HPV-16-induced 

cancers [55]. 

 

Vaccination-Site Sequestration  
 

A non-persisting vaccine formulation shifted T cell localization 

toward tumors, inducing superior antitumor activity, while 

reducing systemic T-cell dysfunction, and promoting memory 

formation. These data show that persisting vaccine depots can 

induce specific T cell sequestration, dysfunction, and deletion at 

vaccination sites [56]. Hailemichael and colleagues suggested 

the use of adjuvants such as Granulocyte-Macrophage Colony-

stimulating factor (GM-CSF) or poly-ICLC (Hiltonol®) not 

creating the depot effect for short peptides could avoid this 

sequestration of CD8 T cells. However, this has only been 
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demonstrated in mouse models and others have shown detectable 

circulating and tumour-infiltrating vaccine-specific T cells after 

vaccination protocols [57,58]. 

 

DNA and RNA Vaccines  
 

DNA vaccines are plasmids encoding TAAs that induce de novo 

or increasing T-cell responses against cancer cells carrying the 

same TAAs. DNA vaccines can also stimulate innate immune 

responses through DNA-sensing pathways in the cytosol of 

transfected cells because of their CpG motifs and double-

stranded structures. They are perceived by the immune system as 

“danger signals” (reviewed in [59]). Examples of more advanced 

DNA-based cancer vaccines are: 1) the therapeutic antigen-

presenting cell-targeting DNA vaccine VB10.16 tested in 

patients with HPV16-positive high-grade cervical intraepithelial 

neoplasia [60]. The vaccine induced strong HPV-16 specific T 

cell responses and the IFN-γ response, and the lesion size 

reduction was correlated. 2) Another DNA vaccine encoding 

rhesus prostate-specific antigen was delivered by intradermal 

electroporation in patients with relapsed prostate cancer [61]. 

The vaccine was immunogenic; however, no clinical response 

was observed. 3) VXM01 is a cancer vaccine based on live 

attenuated Salmonella bacteria carrying an expression plasmid, 

encoding VEGFR-2 and has been tested in advanced pancreatic 

cancer. Vaccine-specific T cell responses significantly are 

correlated with reduced tumour perfusion and high levels of pre-

existing VEGFR2-specific T cells [62]. The vaccine was also 

tested in progressive glioblastoma patients [63]. The vaccine was 

shown to be safe, and specific immune responses in blood, as 

well as an increased CD8/Treg ratio in tumour tissue after 

vaccination could be detected. One out of fourteen patients had 

an objective response. VXM01 is currently being tested in 

combination with anti-PD-L1 in the same patient group 

(NCT03750071) [64].   4) Finally, a telomerase-based DNA 

vaccine, INVAC-1, was recently tested in patients with relapsed 

or refractory solid tumors [65]. The vaccine was safe and 

immunogenic, inducing both CD4+ and CD8+ T-cell responses, 

and nearly 60% of the patients experienced disease stabilisation. 
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RNA used on its own or packaged into liposomes has been in 

development for numerous years but has not been extensively 

used until relatively recently under the SARS-CoV2 pandemic 

when they were distributed at a very large scale [66,67].  RNA 

vaccines have been used in combination with immune 

checkpoint inhibitors (ICI) and have been shown to reverse ICI 

resistance in melanoma patients [68]. This will definitely be seen 

in future clinical testing of therapeutic cancer vaccines. 

 

Cellular Vaccines  
 

Modified whole tumour cell vaccines have been used for cancer 

vaccination. Their advantage is that these cells are a source of all 

potential tumour antigens, not only one or a handful of selected 

tumour antigens [69]. Cancer cells modified to secrete GM-CSF 

is one approach tested in numerous cancer types, in both 

preclinical models and patients. Recently, a phase II clinical 

study with this type of vaccine, GVAX, was performed in 

mismatch repair proficient colorectal cancer patients, in 

combination with chemotherapy and the immune checkpoint 

inhibitor anti- Programmed cell death protein 1(PD-1) [70]. No 

objective clinical responses were seen, but a subset of patients 

demonstrated biochemical responses (decrease in plasma 

carcinoembryonic antigen (CEA) levels) indicating that the 

vaccine modulated the anti-tumour immune response. 

 

The production of dendritic cell (DC) vaccines entails 

personalised vaccine production [71]. DCs are the optimal 

antigen presenting cells and therefore essential in inducing 

immunity against cancer [72]. 

 

Cellular vaccines use either killed/modified cancer cells or 

autologous antigen presenting cells (APCs) that have been 

loaded with cancer antigens in the form of peptides, mRNA or 

viral constructs [73–76]. Dendritic cell (DC) vaccines have been 

shown to induce strong immune responses in several cancers, but 

are more effective in and adjuvant setting, preventing relapse or 

in patients with low tumour burden (Figure 2) [77–79].  
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Figure 2: Dendritic cells (DC) are the optimal antigen presenting cells. Created 

using BioRender. 

 

Provenge (Sipuleucel-T) was the first US Food and Drug 

administration (FDA) - and European Medicines Agency 

(EMA)-approved therapeutic cancer vaccine in 2010. The 

vaccine, consisting of monocyte-derived, matured DCs modified 

to express prostate acid phosphatase (PAP) and GM-CSF, was 

approved after demonstrating a modest, but significantly survival 

advantage of 4.1 months in metastatic castrate-resistant prostate 

cancer patients compared to the placebo group [80]. However, 

logistically the vaccine is hard to produce and administer to the 

patient and is not in use at a large scale. If a vaccine can be 

produced and several batches frozen down for future 

vaccination, the logistics are easier. However, a certain 

infrastructure is still required for storage and thawing for 

administration of these cell-based vaccines.  

 

Recently, DC vaccines have also been used for prophylactic 

vaccine treatment of Lynch syndrome carriers who due to 

deficiency in the DNA mismatch repair mechanisms have a very 

high risk of developing cancer [81]. In an ongoing trial 

(NCT01885702), Lynch syndrome carriers are vaccinated, with 

autologous DCs loaded with a CD8 T cell epitope from the 

frameshift mutated transforming growth factor beta receptor II 
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(TGFβRII). The clinical results will take time to collect as the 

aim is cancer prevention, however, the vaccine seems safe and 

efficient at inducing immune responses in healthy carriers [82].  

 

Novel Platforms and Adjuvants  
 

Effective vaccines are normally dependent on good adjuvants. 

These are not required for administration with DC vaccines, as 

the DCs should have been matured often using some of the same 

danger signals and are optimal APCs.  

 

Nucleic acid based vaccines can provide danger signals of their 

own, e,g. through the stimulator of interferon genes (STING 

pathway) for DNA sensing and can provide deep remodelling of 

the TME [83,84]. Several novel agents for stimulating this 

important pathway are in preclinical and clinical development 

[85]. Examples are the direct linkage of peptide vaccines with 

Toll-like receptor (TLR) ligand 1/2 as adjuvants [86–89]. A 

multipeptide melanoma vaccine was found to be more efficient 

when administered with the TLR7 agonist imiquimod than 

without, but also caused increased systemic toxicity [90]. 

 

Vaccines can be packed into nanoparticles and targeted to 

specific sites like the lymph nodes where they can be taken up by 

DCs which will stimulate T cell responses [91,92]. Further 

developments in this field could lead to more controlled and 

targeted vaccination strategies. 

 

Finally, cellular vaccines are costly and time-consuming to 

manufacture. Instead, the use of nanosized, artificial APCs of 

biodegradable polymers has been pioneered [93]. In addition to 

easier manufacturing, artificial APCs may be influenced by the 

TME and signalling moieties may present on their surface in 

contrast to natural, cellular APCs. The artificial presentation of 

antigens enables more defined systems with improved control 

over the signals presented, but on the other hand artificial APCs 

are not equipped to actively migrate into tissues and will need 

the addition of targeting moieties.  It was recently shown that 

their topology (size and shape, functionality, and ligand density) 

determine optimal artificial APC-T cell interaction and 
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subsequent T cell activation [94]. Further development is 

required for the optimal artificial APC, but this is a highly 

promising approach.  

 

Personalized Treatment  
 

Recent technological advances in sequencing and bioinformatics 

have made highly personalized cancer vaccines available which 

are customized to each patient’s cancer. This is still resource- 

and time-demanding and can only be achieved in very institutes. 

Furthermore, numerous tumours have low TMB and less suitable 

for neoantigen vaccines [95]. For patients in this category 

vaccines targeting shared antigens may be a better option. 

Vaccines could also be combined with other treatments. 

Recently an mRNA vaccine targeting four shared TAAs 

combined with immune checkpoint blockade (ICB) therapy 

(anti-PD-L1) in ICB-refractory melanoma patients demonstrated 

the induction of type I IFN resulting in T cell recruitment, 

vaccine-specific T cell responses and reversal of ICB resistance 

[68].  

 

Other groups combine shared antigen and neoantigen approaches 

and shown successful induction of immune responses, but as 

some of these early trials have been in advanced, hard-to-treat-

cancers like glioblastoma, clinical responses have been difficult 

to obtain [96–100]. This type of vaccine requires efficient and 

extensive logistics, but may be feasible at a larger scale with new 

technology [101]. 

 

Importance of both MHC class I and II Epitopes  
 

As mentioned previously, initial vaccines focused on CD8 T cell 

epitopes. However, CD4+ cells play a critical role in both 

initiation and maintenance of the cytotoxic response of CD8 T 

cells (reviewed in [102]). The cancer vaccine should therefore 

incorporate T helper epitopes as well as cytotoxic T cell epitope 

for the induction of a strong and durable T cell response [103–

105]. 

 

 



Immunology and Cancer Biology 

14                                                                                www.videleaf.com 

Vaccination with cytotoxic T-cell epitopes have been shown to 

be more effective if the vaccine includes helper epitopes from 

the same protein(s) as for the CD8 T cell target rather than 

against a non-specific helper epitope [106]. Recent evidence has 

underlined the importance of CD4 T cells by demonstrating that 

immune checkpoint inhibitors work better if the tumour 

intrinsically expresses MHC class II [107]. 

 

TME and Resistance Mechanisms  
 

The TME can vary from one cancer to another; however, the 

TME in established solid cancer is generally 

immunosuppressive. The tumour recruits cells to support its 

growth and escape the immune response. Despite the induction 

of an immune response in the periphery and even an initial 

clinical response to vaccination, the TME may tip the balance in 

the favour of the tumour and inhibit the ongoing immune 

response (Figure 3). Tumour cells can downregulate HLA class I 

as an escape mechanism, becoming invisible to CD8 T cells 

[108,109]. By doing so they become more sensitive to NK cell 

attack, however, the TME has also been found to contain 

corrupted, immunosuppressive NK cells. 

 

 
 

Figure 3: Anti-tumour immunity and immunosuppression. Created using 

BioRender. 
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Tumour cells interact closely with non-malignant cells, creating 

a complex and dynamic interplay in the local environment in 

which the tumour develops and grows. Myeloid cells, in 

particular tumour-associated macrophages (TAMs), are often 

abundant in the TME. Most TAMs are infiltrating immune cells 

that originate from monocytes. Other myeloid-derived cells are 

represented by infiltrating DCs, monocytes, neutrophils, and the 

less defined myeloid-derived suppressor cells (MDSCs). 

Tumour-infiltrating MDSCs promote tumour growth and 

suppression of lymphocytes through the expression of several 

molecules, such as programmed death-ligand 1(PD-L1), 

indoleamine 2, 3-dioxygenase (IDO), arginase 1 (ARG1), nitric 

oxide (NO), reactive oxygen species (ROS), IL-10 and TGF-β 

[110]. Elevated MDSC infiltration has been shown to correlate 

with poor OS and PFS in patients with solid tumours [111].  

 

Tumour-specific CD8 cytotoxic T cells (CTLs) and CD4 helper 

T cells (Th); are important, but a variable proportion of CD4 T 

cells can be regulatory (Treg) and contribute to tumour cell 

growth. 

 

The TME is an extremely complex ecosystem where tumour 

cells and other non-malignant cells interact and can have both 

anti-tumoural and pro-tumoural effects. They influence each 

other through the release of cytokines, chemokines, growth 

factors, metabolites and soluble factors, which continuously 

remodel the TME and create an immunosuppressive and 

dynamic milieu that supports tumour growth, adaption, and 

invasion. This contributes to tumour escape and therapy 

resistance. 

 

Extracellular Matrix (ECM) and Cancer-Associated 

Fibroblasts (CAF)  
 

Solid cancers consist not only of tumour cells, but are complex 

structures of stromal cells, immune cells, vasculature, and ECM. 

The ECM regulates the tumour cell growth and response to 

therapy. 
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In many tumours, the ECM can make up 60% of the tumour 

mass and produce high levels of proteins including collagens, 

fibronectin, elastin, and laminins (reviewed in [112]). Source of 

these ECM molecules are the tumour cells themselves, but to an 

even larger extent also cancer-associated fibroblasts (CAFs) 

which often take on a pro-tumorigenic role, but their defined 

function is still largely unknown (reviewed in [113]). Further 

knowledge about the ECM and CAFs could facilitate the 

development of novel diagnostic and therapeutic approaches to 

increase clinical responses in solid tumour. 

 

The increased focus on and understanding of the biology of the 

TME and the relatively low clinical response rates for cancer 

vaccines in advanced cancer has led to a number of cancer 

vaccines being tested in combination with other types of 

conventional treatment or immunotherapy. 

 

Combination Therapies  
 

Whilst cancer vaccines have a place in cancer treatment, we have 

now learnt that they are not very efficacious as monotherapy in 

advances cancers but can be applied early in treatment to prevent 

relapse or in combination with other therapies that will increase 

clinical efficacy. In the landmark study of anti-CTLA4 treatment 

in melanoma, one patient cohort received ipililumab in 

combination with a gp100 peptide vaccine [114]. The 

combination treatment showed no improvement; the patients 

fared worse than in the group that received ipilimumab 

monotherapy. This may have been due to either the vaccination 

schedule, immunogenicity of the vaccine, or the use of short 

epitope in Montanide™, giving the vaccine depot effect and 

sequestration of antigen-specific T cells. Later studies have 

shown that this combination can be effective, albeit so far in 

relatively low patient numbers [68,115]. 

 

The efficacy shown in a phase I trial [115] and an ongoing phase 

I/II study (NCT03538314) recently led to an FDA fast track 

approval for the combination of the telomerase peptide vaccine 

UV1 in combination with anti-PD-1 (Pembrolizumab) or anti-
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Cytotoxic T-lymphocyte antigen 4 (CTLA-4) (Ipilimumab) in 

metastatic melanoma. 

 

Furthermore, a recent trial by Kjeldsen and colleagues showed 

an impressive clinical response response to anti-PD-1 in 

malignant melanoma patients when combining the ICI with a 

peptide vaccine targeting PD-L1 and indoleamine-pyrrole 2,3-

dioxygenase 1 (IDO1) [116]. 

 

Conclusion  
 

The impressive speed with which vaccine development was 

carried out under the coronavirus pandemic relied to a large 

extent on infrastructure and technology developed for producing 

cancer vaccines.  Now that the platforms have been shown useful 

the pandemic may give a boost to further development of cancer 

vaccines.  

 

After their initial development, cancer vaccines have had a poor 

reputation of not being effective. This has largely been due to i) 

testing vaccines in very advanced cancer patients which are no 

longer able to mount an immune response sufficiently fast and 

strong to overcome their cancer disease, and ii) earlier cancer 

vaccines that quite often consisted of short epitopes only aiming 

at inducing a CD8 T cell response. Recent research has shown 

that cancer vaccines can be effective if introduced much earlier 

during the disease course, or in combination with ICI treatment. 

Adoptive T-cell therapy may be a more appropriate 

immunotherapy for vey advanced cancer compared to cancer 

vaccines which require time to induce an endogenous immune 

response. However, a major problem with T-cell based therapies 

is the in vivo persistence of the infused cells. Preliminary data 

has shown that vaccines may be useful to maintain these T cells 

in vivo. 
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Abstract 
 

Understanding the biological characteristics of cancer cells is 

critical to demonstrate that these highly proliferating cells are 

remarkably different from normal cells in terms of morphology, 

function, signaling pathways, mutations, microenvironment, and, 

especially, metabolism. Recently metabolic reprogramming has 

been significantly targeted therapeutically to inhibit cancer cell 

growth. This promising approach is based on the initial 

recognition of metabolic alterations in cancer cells by Otto 

Warburg about a hundred years ago. The Warburg effect can be 

defined as a combination of elevated levels of glycolysis, 

glutaminolysis, and induced pentose phosphate pathways in 

cancer cells compared to normal cells, which cause an 

enhancement in building-blocks synthesis and energy 

metabolism, promoting cell proliferation and tumor survival. 

Furthermore, cancer is considered a "tumor ecosystem" in which 

a tumor cell interacts with other tumor cells, stromal cells, and 

all types of immune cells to form an immunosuppressive tumor 

microenvironment, thus being a principal barrier for cancer 

therapy. On the other hand, in tumor immunology and medical 

oncology, it is established that studying the tumor 

microenvironment is the key to understanding tumor immunity. 

Altogether, this is leading to new and increasingly targeted 

therapeutic strategy development.  
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Cancer Cell versus Normal Cell (Morphology, 

Physiology, and Metabolism)  
 

Usually, under normal physiological conditions, the same type of 

cells show similar morphological features; by contrast, cancer 

cells exhibit variations in size and shape. For example, whereas 

the nucleus in normal cells appears smooth and spheroid, cancer 

cells have a larger nucleus, with a blebbing membrane that could 
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be due to the imbalance in the proteins that constitute the nuclear 

lamina.  

 

In addition, cancer cells show other features such as tumor-

induced angiogenesis, increased and uncontrolled proliferation 

rate, metastatic potential, and, especially, altered metabolism, as 

reported by Alibert et al [1].  

 

Apoptosis has an essential role in both physiological and 

pathological processes, particularly crucial for oncogenesis, 

cancer progression, and even treatment. A main feature of cancer 

cells is the loss of apoptotic regulation, which enhances cell 

survival and allows more time for the accumulation of mutations 

that can increase invasiveness during tumor progression, induce 

angiogenesis, deregulate cell proliferation, and interfere with 

differentiation [2]. 

 

Vascularization is crucial for the growth and evolution of normal 

tissue, and it plays an essential role in the development of tumor 

tissue's alert rhythm as well as in the spread and metastasis of 

cancerous cells. The amount of blood vessels present in tumor 

tissue is closely correlated with the frequency of metastases. 

Furthermore, tumor cell mutations can result in the development 

of cell clones with angiogenetic properties [3].  

 

Hypoxia and Tumor  
 

In physiological conditions and normal oxygen levels 

(normoxia), oxidative phosphorylation (OxPhos) is the principal 

pathway involved in cellular energy production. However, in the 

case of many solid tumors, their rapid growth and impaired 

blood flow are accompanied by an abnormally insufficient 

amount of oxygen, known as tumor hypoxia [4].   

 

The hypoxic response is controlled mainly by a specific mediator 

known as a hypoxia-inducible transcription factor (HIF). HIF is 

composed of two subunits; HIF1β, which is constitutively 

expressed, and HIF1α, whose expression depends on the oxygen 

concentration. Whereas, in normoxia, HIF1α is rapidly degraded 

by the ubiquitin-proteasome system, under hypoxic conditions, 
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HIF1α is more stable and subsequently translocates into the 

nucleus binding the HIF1β subunit, activating the expression of 

genes involved in cell survival, proliferation, cell migration, 

angiogenesis, and glucose metabolism [5,6].  

 

Among the upregulated genes induced by hypoxia and HIF 

activation, some encoding glucose transporters (Glut-1 and 3) 

and glycolytic enzymes such as aldolase, enolase, or lactate 

dehydrogenase (LDH-A), suggesting that the tumor cells respond 

to hypoxia by increasing glucose uptake and the anaerobic 

glycolysis rate. Furthermore, HIF positively regulates the 

bifunctional glycolytic regulatory enzymes 6-phospho-2-

kinase/fructose2 and 6-biphosphatase (PFKFB1-4), which in turn 

control the activity of phosphofructokinase-1 (PFK1); an enzyme 

that catalyzes a rate-limiting step in the glycolytic pathway by 

the phosphorylation of fructose-6-phosphate to fructose-1,6-

bisphosphate [7]. 

 

In addition, hypoxic conditions trigger the activation of the 

AMP-activated protein kinase (AMPK) signaling pathway in 

tumor cells. AMPK is considered a sensor and indicator for 

cellular energy status, which is activated in response to increased 

AMP/ATP and ADP/ATP ratios, such as an attempt to replenish 

ATP levels and restore the cellular energy balance. AMPK 

activation has been shown to cause inducible 

phosphofructokinase-2 phosphorylation, increasing fructose 2,6-

bisphosphate level, which, in turn, activates fructose 6-phosphate 

1-phosphotransferase, inducing glycolysis. Therefore, AMPK 

activation under hypoxic conditions may be essential for cell 

survival and proliferation [8]. 

 

However, despite the hypoxic condition creating a slowdown in 

aerobic metabolism, mitochondria maintain their importance in 

sustaining the proliferation and aggressiveness of cancer cells 

[9,10]. For example, in some tumors, mitochondria shift their 

metabolic dependence towards more energy-efficient substrates, 

such as fatty acids [11]; in other cases, they modulate the 

processes of fusion and fission, modifying the shape and 

organization of their network and inducing greater or lesser 

energy efficiency [9]. 
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In addition, a slight uncoupling between oxygen consumption 

and ATP synthesis leads to limited production of reactive 

oxygen species that represent a pro-proliferative stimulus for 

tumor cells [12]. 

 

Tumor Microenvironment  
 

Understanding the underlying mechanisms in tumors at the 

cellular and molecular level has been considered a challenge to 

identify therapeutic targets for cancer treatment. It should be 

noticed that a tumor is not only a group of highly proliferating 

cells but rather several components forming a diverse and 

heterogeneous collection of secreted factors, infiltrating and 

resident host cells, stromal cells such as fibroblasts, immune 

cells (including T and B lymphocytes, and natural killer cells), 

and the extracellular matrix [13], altogether, known as the tumor 

microenvironment (TME).  

 

The TME diversity promotes several interactions between cancer 

cells and the cellular and structural components of TME, 

enhancing tumor survival, proliferation, and invasion from the 

primary site to distant locations. Furthermore, a principal feature 

of TME is the hypoxic conditions that, as mentioned above, 

trigger tumor progression by enhancing proliferation, 

angiogenesis, metabolism, and the tumor immune response [14]. 

 

The cellular components of TME contribute to a critical role in 

modulating cancer metastasis, inducing angiogenesis, and 

stimulating tumor cells to release matrix metalloproteinases 

(MMPs) which degrade matrix barriers, thus favoring cancer 

progression [15]. In addition to the importance of mesenchymal 

stem cells, cancer-associated fibroblasts, and endothelial cells in 

secreting signaling molecules that attract cancer cells to the 

metastatic site facilitating tumor progression [16]. 

 

The non-cellular component of the TME known as the 

extracellular matrix (ECM), is defined as a three-dimensional 

network of extracellular proteins and other macromolecules, 

including collagen, fibronectin, integrins, microfibrillar proteins, 

and proteoglycans that provide structural and biochemical 
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support to the tissue. Normally, ECM under tumorigenic 

conditions functions as a biological barrier restraining tumor 

cells from proliferating and metastasizing. However, ECM is 

transformed into a metastasis-promoting microenvironment 

during tumor progression [17]. 

 

Due to the overall complexity of dividing cancer cells and their 

associated microenvironment, it has been a challenge to develop 

effective anti-cancer therapies. Thus, several systems have been 

described as potential targets of anti-cancer treatments, such as 

cancer cell metabolism, tumor suppressor system, inflammation, 

immunotherapy, and, recently, the TME. In a previous study, it 

has been shown that TME may be a target of cancer therapy by 

different strategies such as inhibiting macrophages recruitment 

and differentiation, targeting the extracellular matrix, targeting 

tumor cell-derived exosomes, targeting chronic inflammation, 

activating anti-tumoral activity of the immune system, targeting 

hypoxia, and avoiding neovascularization [18]. 

 

Furthermore, it has been demonstrated that pH 6-6.5 in the tumor 

microenvironment is associated with metastasis, angiogenesis, 

and therapy resistance, a phenotype common in more aggressive 

tumors [19]. Metastatic dissemination is a malignant feature of 

cancer with significant clinical implications because the 

metastatic disease causes the majority of cancer-related deaths 

rather than primary tumors [20]. 

 

Cancer Cell Altered Metabolism  
 

Cellular metabolism is an energy-producing process consisting 

of a complex of controlled catabolic and anabolic biochemical 

reactions that provide a basal energy level through ATP 

production to maintain cellular homeostasis in resting cells. 

However, proliferating cells require further energy to satisfy 

increased anabolic demands illustrated by macromolecular 

biosynthesis (nucleotides, proteins, and lipids) [21,22]. 

 

Cancer cells alter their metabolism as a response to promote 

growth, proliferation, and long-term survival [23]. The switch in 

core metabolism is directly influenced by enhanced key 
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metabolic pathways such as glucose, lipids, and amino acid 

metabolism caused by a series of activated mutated oncogenes, 

tumor suppressor genes’ loss of function, and further epigenetic 

post-translational modifications [24]. 

 

Mutations in genes encoding metabolic enzymes are directly 

implicated in cellular metabolic pathways or can indirectly 

trigger and promote cancer cell transformation [24,25]. Normal 

cells have complex signaling networks that are orchestrated by 

key control enzymes, sensing environmental cues and running 

metabolic engines to provide enough energy for survival in a 

perfectly controlled manner [26]. Normal cells activate 

metabolic pathways during proliferation to satisfy increased 

adenosine triphosphate (ATP) consumption for cell reproduction 

[21]. 

 

The hallmark of tumor metabolic transformation includes 

metabolic features such as a switch to aerobic glycolysis, known 

as the Warburg effect, pentose phosphate pathway (PPP) 

enhancement, mitochondrial reprogramming, and the 

deregulation of lipid metabolism [27]. It is noteworthy to 

mention that inflammation within the tumor microenvironment is 

known to influence cancer cell metabolism. Considering that 

metabolic rewiring is critical for understanding the essential 

mechanisms of tumorigenesis and discovering novel, 

therapeutically utilizable liabilities of malignant cells. We will 

describe the key aspects of cancer cell metabolic transformation. 

 

The Warburg Effect: A Hallmark of Cancer 

Cell Metabolism  
 

The Warburg effect is a cancer hallmark that refers to cancer 

cells' preference to metabolize glucose anaerobically rather than 

aerobically, even under normoxia (with completely functioning 

mitochondria) [28]. Based on Warburg's hypothesis, cancer cells 

prefer aerobic glycolysis over the more efficient oxidative 

phosphorylation as the primary pathway of glucose metabolism. 

The inefficient aerobic glycolysis produces only two ATP 

molecules per glucose molecule, thus highly proliferating cancer 

cells search to increase glucose uptake from the 
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microenvironment to meet energy requirements and 

consequently secrete more lactic acids to the microenvironment 

to maintain cellular environment homeostasis [29]. The glucose 

transport across a plasma membrane by the glucose 

transporter/solute carrier (GLUT/SLC2A) family facilitates 

glucose uptake from the microenvironment into the cytoplasm. 

Cancer cells frequently overexpress GLUTs in hypoxia, 

particularly GLUT1 and GLUT3 [30]. The hypoxic condition of 

the tumor microenvironment induces the upregulation of the 

hypoxia-inducible factors (HIFs) containing HIF-1α [31]. HIF-1 

has been identified as an oxygen sensor that regulates GLUT1 

expression [32]. Hypoxia activated an enhancer element located 

5′ to the Glut-1 gene, and a distinct cis-acting sequence was 

discovered as a HIF-1 binding site to increase GLUT1 

expression [33]. Since GLUT1 has a high affinity for glucose 

(Km = 6.9 mM) [34], cancer cells can efficiently plunder 

glucose, lowering the glucose concentration in the tumor 

microenvironment and, consequently, influencing the function of 

infiltrated immune cells.  

 

Aerobic glycolysis is an inefficient method to produce ATP 

compared to mitochondrial respiration [35]. However, the rate of 

glucose metabolism via aerobic glycolysis is faster, with lactate 

produced 10-100 times faster than the complete oxidation of 

glucose in the mitochondria [28].  When either form of glucose 

metabolism is used, the amount of ATP synthesized over any 

given period is comparable [36].  Cells with a higher rate but 

lower yield of ATP production have been shown to have a 

selective advantage when competing for shared and limited 

energy resources [37]. Indeed, tumor microenvironments have 

limited glucose availability and compete for nutrients with 

stromal cells and the immune compartment [38].  A recent study 

found that when changes to the cellular environment were 

induced to significantly increase ATP demand by changing the 

demand of ATP-dependent membrane pumps, aerobic glycolysis 

increased rapidly while oxidative phosphorylation remained 

constant [39]. This discovery adds to the evidence that the 

Warburg Effect supports the quick production of ATP, which 

can be swiftly tuned to meet the demand for ATP synthesis.  
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Regarding cell intrinsic actions of the Warburg effect, the 

regeneration of NAD+ from NADH in the pyruvate to lactate 

step that completes aerobic glycolysis is one proposed 

mechanism to account for the biosynthetic function of the 

Warburg Effect. To keep glycolysis active, NADH produced by 

glyceraldehyde phosphate dehydrogenase (GAPDH) must be 

consumed to regenerate NAD+. This high rate of glycolysis 

allows supply lines to remain open, allowing 3-phosphoglycerate 

(3PG) to be siphoned to serine for one-carbon metabolism-

mediated production of NADPH and nucleotides [21]. In 

addition to the important role of NAD+ in influencing key 

cellular functions where it functions as a substrate for lysine 

deacetylases, ADP-ribosylating enzymes, DNA ligase, 

glycolysis, metabolic signaling, and cellular biosynthesis.  

 

Together, the above-mentioned proposals suggest that the 

Warburg effect provides a metabolic environment that promotes 

cancer cell proliferation, not only at the level of ATP 

compensation but, importantly, also by providing intermediate 

molecules that are essentially required as building blocks in 

cellular biosynthesis.  

 

 
 

Figure 1: Regulation of Glucose metabolism in normal and cancer cells. 
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Lactate Production and Cancer Progression: A 

Consequence of Cancer Cell Altered Metabolism  

 
Lactate, a hypoxic waste product, is both a powerful fuel and a 

signaling molecule. In healthy conditions, physiological lactate 

concentration is between 1.5-3 mM; however, in cancer tissues, 

this concentration can increase to 10-30 mM [40]. A study using 

nuclear magnetic resonance to examine [3-13C]-lactate 

metabolism in vitro and in vivo observed that lactate could be 

transported into and oxidized by breast cancer cells [41]. 

 

Since tumor cells preferentially and frequently utilize glucose for 

their metabolic needs, its consumption is high, and its level is 

extremely low, favoring intracellular amino acid accumulation 

except for glutamine [42]. However, even if breast cancer-

derived cells produce high lactate levels when grown in various 

glucose concentrations, they switch from lactate producers to 

consumers when glucose is limited [43]. On the other hand, the 

metabolic approach shows that cancer cells can use the 

compound lactate to fuel biochemical reactions and generate 

other compounds required for cell growth, such as lipids to build 

new cellular membranes [44]. Whether lactate is secreted and 

then taken up by cancer cells requires further investigation. 

 

Lactate can now be incorporated into the tricarboxylic acid 

(TCA) cycle and act as an energy source and an oncometabolite 

with some signaling properties [45]. While it has been 

demonstrated that lactate can be used as a fuel source when 

glucose is scarce, scientists disagree on whether it enters the 

TCA cycle directly or must first be converted to glucose via 

gluconeogenesis [46]. More research is needed to determine its 

role in cancer, specifically which metabolic pathway is preferred 

and whether it is dependent on tumor metabolism. 

 

According to Walenta et al., intratumor lactate levels can be used 

as a prognostic factor and a biomarker of therapy response [47]. 

High lactate concentrations in biopsies of cervical, lung, head 

and neck, colorectal, and breast cancers have been linked to an 

increased risk of metastasis, indicating a poor prognosis for 

survival in cancer patients [40]. Furthermore, lactate 
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concentrations were significantly higher in cervical tumors with 

metastatic spread when imaging bioluminescence from primary 

cryo-tumor sections of human cancers [47].  

 

Lactate's role in therapy resistance has also been demonstrated 

using in vivo and in vitro models. Lactate has been identified as 

a key molecule involved in resistance to tyrosine kinase inhibitor 

(TKI)-based therapy in NSCLC lung cancer, specifically with 

the c-MET receptor tyrosine kinase inhibitor JNJ-605 and the 

epidermal growth factor receptor (EGFR) inhibitor erlotinib [48]. 

The authors demonstrated that prolonged treatment with these 

TKIs induces tumor cells to produce lactate, which, in turn, 

stimulates hepatocyte growth factor (HGF) production by TME 

cells, reinforcing drug resistance and tumor progression.  

 

Targeting tumor lactate metabolism was enough to overcome 

resistance, demonstrating the causative role of lactate in therapy 

resistance. Due to the previously mentioned role of lactate in 

tumor initiation and metastatic spread, an alteration of lactate 

homeostasis has proved to be such a promising approach for 

cancer therapy that it has been implemented in several 

preclinical and clinical studies, although to establish a synergy 

between lactate inhibitors and other adjuvant therapies should be 

critical. 

 

Regulation of Pentose Phosphate Pathway and the 

Warburg Effect in Cancer  
 

Historically, much less emphasis has been placed on the 

importance of the pentose phosphate pathway (PPP) in cancer 

growth, ans its alterations in cancer cells have been poorly 

understood. Recent research has shown that the PPP, in 

conjunction with glycolysis, coordinates glucose flux and 

supports cellular macromolecule biogenesis and energy 

production [49]. The PPP is a principal glucose catabolic 

pathway that connects glucose metabolism to ribose nucleotide 

precursor biosynthesis and NADPH production [50]. This latter 

process is required for antioxidant defense and reductive 

biosynthesis, such as lipid synthesis. Glycolysis provides energy 

to cells for biogenesis; however, large amounts of lipids, 
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nucleotide precursors and other building blocks are required to 

support cancer cell proliferation [51]. 

 

PPP is an essential metabolic pathway, parallel to glycolysis, 

considered the principal source of NADPH, and ribose 5-

phosphate, as NADPH plays a pivotal role in reductive 

biosyntheses, such as cholesterol, fatty acids, and nucleotide 

biosynthesis, and ribose 5-phosphate is necessary for the 

biosynthesis of nucleic acids. Altogether, PPP is critical in 

regulating DNA damage response, metabolism, and cell 

proliferation enhancing cancer progression [50]. 

 

Cancer cells are metabolically reprogrammed to direct glucose 

flux into the PPP in order to meet these biosynthetic demands 

[49]. Indeed, evidence suggests that, like glycolysis, higher PPP 

flux is present in many human cancers and that PPP is connected 

to glycolysis [52]. Cancer cells will shut down the glycolytic 

pathway during oxidative stress, increasing glucose flux through 

the PPP to produce more NADPH for antioxidant defense [53]. 

The finding that PPP flux is higher in some human cancer cells 

lends credence to the notion that the PPP may play a pivotal role 

in meeting the bioenergetic burden of cancer cell proliferation 

and contribute to the Warburg effect. The activation of 

glycolysis in cancer cells may be accompanied by a boost in PPP 

activity for biosynthesis.  

 

Interestingly, P53 is one of the most often mutated genes, known 

as a tumor suppressor gene that codes for a protein that has a key 

role in controlling cell proliferation, as p53 mutations or loss of 

function increase glycolytic and PPP flux [53]. Furthermore, PPP 

is suppressed by p53 by directly binding to G6PD and inhibiting 

its enzyme activity [51].  

 

Another study showed that p53 deficiency reduces TP53-induced 

glycolysis and apoptosis regulator (TIGAR) expression 

suppresses glycolysis, reducing intracellular levels of fructose-

2,6-bisphosphate (F-2,6-P2). F-2,6-P2 is a potent allosteric 

activator of phosphofructokinase-1 (PFK1), and its deficiency 

reduces PFK1 activity and glycolytic flux [53]. Thus, it might be 

that p53 mutations in cancer cells liberate G6PD and activate 
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PFK1, resulting in increased PPP flux and glycolysis. On the 

other hand, the regulation of key oncoproteins and tumor 

suppressors influences glycolysis and PPP since some signaling 

pathways or mutations frequently activated in cancers, such as 

PI3K and K-ras G12D, positively regulate glycolysis and PPP.  

 

Inactivation of tumor suppressors such as p53 and PTEN 

(phosphatase and tensin homolog: another tumor suppressor 

gene involved in the regulation of cell cycle, PTEN is frequently 

mutated in many cancers, specifically glioblastoma, lung cancer, 

breast cancer, and prostate cancer) consistently increases 

glycolysis and PPP flux and promotes cell proliferation [54]. 

 

Furthermore, activation of the metabolic regulatory network 

downstream of mTORC1 known as the mammalian target of 

rapamycin complex 1 (or mechanistic target of rapamycin 

complex 1), has been shown to result in reprogramming of key 

metabolic pathways such as glycolysis, glutaminolysis, and the 

PPP [21]. Moreover, the mTORC1 signaling pathway plays a 

key role in tumor metabolism, in addition to the regulation of 

gene transcription and protein synthesis involved in cell 

proliferation and immune cell differentiation. In detail, mTORC1 

activation increases glycolysis and PPP metabolite levels by 

inducing the expression of glycolytic genes and G6PD [21]. It is 

worth noting that mTORC1 induction of G6PD is dependent on 

the SREBP (sterol regulatory element-binding protein) 

transcription factors [55]. 

 

Glutaminolysis in the Milieu of Cancer  
 

Glutaminolysis is a metabolic pathway based on a series of 

biochemical reactions in which glutamine is transported into the 

cell by specific transporters, such as SLC1A5 and SLC7A5, and 

converted to glutamate and further to alpha-ketoglutarate (α-KG) 

to enable ATP production through the TCA cycle and to provide 

biosynthetic precursors such as nitrogen, carbon, and sulfur for 

cell growth [56]. 

 

Tumor cells require at least ten times the amount of glutamine as 

any other amino acid in culture. In the mitochondrion, glutamine 
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is deaminated to glutamate by glutaminase (GLS), and then -

ketoglutarate is generated by the enzyme glutamate 

dehydrogenase (GDH), which is then incorporated into the TCA 

cycle to generate malate by fumarase enzyme because -

ketoglutarate is the principal anaplerotic source for the TCA 

cycle [57]. Malate is transported to the cytosol and converted to 

pyruvate by the malic enzyme before being converted to lactate 

by LDHA. Tumor cells have a higher flux of mitochondrial 

enzymes involved in glutamine/glutamate oxidation than normal 

cells [58,59]. Glutaminolysis promotes tumor growth in two 

distinct but linked ways: it promotes cell proliferation and 

inhibits cell death [60]. The primary function of glutaminolysis 

is to provide intermediary metabolites for cell growth in the TCA 

cycle [61]. Glutamine is necessary for nucleotide biosynthesis 

because it is a nitrogen source for purines and pyrimidines 

synthesis. Furthermore, glutamine is involved in the biosynthesis 

of hexosamine and other non-essential amino acids [62]. As a 

result, glutamine is essential for cell proliferation because it 

provides nitrogen and carbon skeletons for macromolecule 

biosynthesis [63]. 

 

It has been reported that glutamine flux regulates mTOR 

activation to coordinate cell growth and proliferation [64]. 

Furthermore, glutaminolysis promotes lysosomal translocation 

and subsequent mTORC1 activation. These findings collectively 

broaden the role of glutaminolysis in metabolic rewiring to 

support cancer cell proliferation and tumor growth. Moreover, 

glutaminolysis is involved in many metabolic processes and 

signaling pathways that prevent cell death. Most glutamine 

transporters are overexpressed in cancer cells, and some 

oncogenes or tumor suppressors have been shown to regulate 

their expression. SLC1A5 (ASCT2), Na+-coupled glutamine, 

alanine, serine, and cysteine transporter, is shown to be 

upregulated by Myc oncogene (which contributes to altered 

cellular metabolism by regulating glucose and glutamine 

metabolism, thus promoting cell proliferation in many human 

cancers) [64], while SLC1A5 is downregulated by the tumor 

suppressor retinoblastoma protein (Rb) [65]. 
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Furthermore, hypoxia-inducible factor 2α (HIF-2α) and Myc 

upregulate SLC7A5 (LAT1), a bidirectional transporter that 

regulates the simultaneous efflux of glutamine out of cells and 

the influx of leucine into cells, inducing tumor growth. SLC7A5 

is highly expressed in renal cell carcinoma and prostate cancer 

[66,64].  

 

These findings indicate a functional link between oncogenes and 

glutamine uptake, which promotes glutaminolysis and tumor 

growth. Indeed, Nicklin et al. discovered that SLC1A5 acts 

together with SLC7A5 to activate mTOR signaling. Glutamine 

enters the cells via SLC1A5, and its efflux out of the cells via 

SLC7A5 is coupled to the entry of leucine, which activates 

mTOR signaling and coordinates cell proliferation and growth 

[67]. On the other hand, cancer cell proliferation in vitro and 

tumor growth in vivo are suppressed by targeting SLC1A5 with 

RNAi or small molecule inhibitors, benzylserine and l—

glutamyl-p-nitroanilide [68].  

 

Thus, the fact that the expression of glutamine transporters links 

inversely with cancer patient prognosis indicates glutamine 

transporters' potential as a prognostic biomarker and therapeutic 

target for cancer treatment. 

 

An Emerging Aspect of Metabolic Transformation in 

Cancer is Fatty Acid Oxidation  
 

Rapidly dividing cancer cells require increased de novo fatty 

acid synthesis from acetyl-CoA and reducing power (NADPH) 

for membrane biogenesis. The function of mitochondrial fatty 

acid -oxidation (FAO) in cancer is less clear than that of the 

lipogenic phenotype. Most previous studies regarding cancer 

bioenergetics focused on the Warburg effect, even if FAO is 

considered one of the principal sources of ATP production [21]. 

 

The cytosolic NADPH, which has the reducing power to support 

biosynthesis and combat oxidative stress, is produced by FAO in 

addition to ATP. Many FAO enzymes, including a cluster of 

differentiation 36 (CD36) and carnitine palmitoyl transferase 

(such as CPT1A, CPT1B, CPT1C, CPT-2), carnitine transporter 
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(CT2), and acyl-CoA synthetase long-chain 3, are overexpressed 

in various cancers compared to their healthy counterparts, 

according to several studies.  

 

Most previous findings linking ASR to oncogenesis were 

supported by pharmacological suppression of CPT1. CPT-1 is 

involved in the long-chain fatty acyl-CoA conversion to 

acylcarnitines and is an enzyme that limits the transport of long-

chain fatty acids rate from the cytoplasm to the mitochondrial 

matrix.  

 

Poor patient outcomes for cancer, such as acute myeloid 

leukemia (AML) and ovarian cancer, are highly correlated with 

overexpression of particular FAO enzymes, such as CPT1A [69]. 

Myeloid leukemia, ovarian cancer [70], hepatocellular 

carcinoma, prostate cancer [71], and glioma cell lines' 

proliferation and/or viability were inhibited by CPT1 inhibitors. 

Mechanistically, FAO appears to be a crucial ATP source for the 

rapid growth of several cancer types [72]. CPT1 inhibition in 

ovarian cancer decreased cellular ATP levels and activated 

AMP-activated protein kinase (AMPK), which was linked to cell 

cycle arrest at the G1/G0 stage [70], suggesting that FAO is 

significantly correlated to ATP production and regulation of 

cellular metabolism.  

 

More recent research on colon and breast cancer indicates that 

cancer cells prefer to spread to tissues rich in adipocytes [73-74]. 

Cancer cells' uptake of fatty acids from nearby adipocytes 

facilitated FAO [75]. In addition to its effect on cell 

proliferation, FAO inhibition was also associated with the 

induction of apoptosis or decreased viability in cell lines of 

myeloid leukemia, glioma, and hepatocellular carcinoma [76-

78].  

 

In a previous study, it was observed that the antiproliferative 

effect of FAO inhibition was linked with the disruption of 

NADPH homeostasis, reactive oxidative species (ROS) 

production, mitochondrial damage, and apoptosis induction [78]. 
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Through its potential involvement in cancer stem cell regulation, 

FAO may also contribute to the emergence of the metastatic 

phenotype. According to Ito et al., the hematopoietic stem cell's 

asymmetric division depends on promyelocytic leukemia 

(PML)–peroxisome proliferator-activated receptor δ (PPAR-δ)–

fatty-acid oxidation (FAO), in which they observed that 

mitochondrial FAO inhibition or loss of PPAR-δ leads to loss of 

HSC maintenance [79]. Another study revealed that the supply 

of fatty acids reduction or CPT1A silencing resulted in 

abnormalities that lowered the number of neural stem cells in the 

mouse embryonic neocortex. Trimethyllysine hydroxylase is a 

crucial enzyme in carnitine production, the CPT1 substrate [80], 

suggesting that active FAO promotes phenotypic maintenance in 

normal tissue stem cells. The difference between CD36-positive 

and CD36-negative leukemic stem cells in terms of FAO activity 

and treatment resistance suggests that FAO activity influences 

the characteristics of cancer stem cells [74].  

 

Metabolic Reprogramming by Frequently 

Activated Cancer Cell Signaling Pathways  
 

There has been a resurgence of interest in understanding how 

metabolism is altered in cancer cells over the last decade. 

Evidence suggests that signaling pathways involving oncogenes 

and tumor suppressors, in addition to their well-known functions 

in inducing aberrant cell proliferation or attenuating apoptosis, 

play a direct role in promoting the conversion of energy 

metabolism to aerobic glycolysis [81]. Outstandingly, 

physiological cellular signaling mechanisms normally tightly 

control cells' ability to access and consume nutrients, posing a 

basic barrier to transformation [82]. This barrier is frequently 

overcome by cellular signaling abnormalities that force tumor 

pathogenesis by allowing cancer cells to make critical cellular 

fates in a cell-autonomous manner.  

 

The PI3K/AKT/mTOR signal transduction pathway and the 

Ras/MAPK pathway, in particular, are frequently activated or 

mutated in cancer [83]. The PI3K-Akt-mTOR pathway 

coordinates the uptake and utilization of multiple nutrients, 

including glucose, glutamine, nucleotides, and lipids, in a 
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manner best suited for supporting cancer cell growth and 

proliferation through both post-translational regulation and 

transcriptional program induction [84]. Aerobic glycolysis is 

observed in immortalized hematopoietic cells transformed by a 

constitutively active Akt mutant, showing higher rates of 

glycolysis without affecting the rate of oxidative 

phosphorylation [85]. The same results have been observed in 

human glioblastoma cells with constitutive Akt activity. Notably, 

because they are more susceptible to cell death after glucose 

withdrawal, these cells are dependent on aerobic glycolysis for 

growth and survival. These findings suggest that PI3K-Akt-

mTOR signaling is sufficient to trigger the switch to aerobic 

glycolysis. As mentioned earlier, aerobic glycolysis is linked 

with increased glucose uptake. Under normal physiological 

conditions, the PI3K-Akt-mTOR signaling pathway regulates 

glucose uptake via post-translational and transcriptional 

mechanisms [86]. Glucose uptake is primarily stimulated at the 

post-translational level by regulating glucose transporter 

trafficking. Although the regulation of GLUT4 by Akt has 

received considerable attention, it is important to remember that 

GLUT4 is a muscle- and fat-cell-specific glucose transporter 

[87]. In other words, most cancer cells express the embryonic 

glucose transporter isoform, GLUT1, rather than GLUT4 [88]. 

Particularly, GLUT1 has a high affinity for glucose and may be 

chosen by cancer cells to increase the efficiency of glucose 

transport [89]. It has also been proposed that PI3K-Akt signaling 

regulates GLUT1 trafficking to the plasma membrane [90]. 

However, the specific mechanisms by which such regulation 

occurs remain an open question. The transcriptional level of 

glucose transporters is also regulated by PI3K-Akt-mTOR 

signaling. Continuous Akt activation increases GLUT1, but not 

GLUT4, mRNA and protein levels [91]. The upregulation of 

HIF1a levels and activity by mTORC1 is required for increased 

GLUT1 expression [92]. c-Myc can also promote the 

transcription of GLUT1 [93], which is located downstream of 

PI3K. These mechanisms work together to strongly stimulate 

glucose uptake in cancer cells, providing them with enough 

substrate for aerobic glycolysis. An early study revealed that Akt 

and S6K phosphorylate the bifunctional enzyme PFK-2/FBPase-

2 (PFK2) in vitro, which increased Phosphofructokinase-2 (PFK-
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2) activity [94]. PFK2 regulates glycolysis by producing fructose 

2,6-bisphosphate, the most potent allosteric activator of PFK1, a 

glycolysis rate-limiting enzyme [95]. Akt activation has also 

been linked to an increase in the hexokinase (HK) activity, 

which is a key mediator of aerobic glycolysis, increased cell 

proliferation, and therapeutic resistance [96]. By phosphorylating 

glucose to form glucose 6-phosphate, HK catalyzes the first and 

rate-limiting step of glycolysis (G6P) [90]. The PI3K-Akt-

mTOR signaling pathway also regulates the expression of 

glycolytic genes by upregulating the HIF1 transcription factor. 

The upregulation of HIF1a by mTORC1 increases the expression 

of GLUT1 and GLUT3 as well as almost all glycolysis-related 

genes [55].  

 

Members of the mitogen-activated protein kinase (MAPK) 

family are among the many signaling pathways that respond to 

oncogenic mutational events and regulate proliferation, 

apoptosis, and aerobic glycolysis. Among the well-studied 

MAPK subfamilies in mammals are the extracellular signal-

regulated kinases (ERKs) and the c-Jun N-terminal kinases 

(JNKs), which have recently been shown to regulate the 

redirection of energy harvest to glycolysis in both malignant and 

highly proliferative cells by influencing the activity of key 

metabolic regulators. Indeed, constitutive activation of ERK1 

and ERK2 signaling is common in human cancers caused by 

mutations in RTK, RAS, BRAF, CRAF, MEK1, and MEK2 

genes [97]. These mutations promote BRAF kinase's active 

structural conformation, resulting in constitutive activation of the 

ERK1/2 pathway, which then turns on proliferative programs 

and induces the aerobic glycolytic phenotype through the 

initiation of transcriptional regulators of glycolysis, the TCA 

cycle, and macromolecular biosynthesis [98]. 

 

Competition for Nutrients between Tumor Cells 

and Immune Cells  
 

Recently, many studies have shown that tumor metabolism is 

also involved in the regulation of the anti-tumor immune 

response through the release of several metabolites that influence 

immune system function, as well as playing a crucial role in 
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cancer signaling in support of tumorigenesis and cell survival 

[100]. Emerging evidence indicates that cancer cells suppress the 

anti-tumor immune response by competing with essential 

nutrients by depleting them or otherwise reducing the metabolic 

intermediates available to immune cells. This energetic 

interaction between tumor and immune cells leads to metabolic 

reprogramming of immune cells during their process of 

proliferation, differentiation, and execution of effector functions 

causing them to become tolerogenic and inefficient in 

eradicating tumor cells [101,102]. 

 
 

Figure 2: The nutritional competition between cancer and immune cells.  

 

The Metabolism of the Immune Cells  
 

Innate and adaptive immune systems have well-established roles 

in host defense against tumors through various mechanisms. The 

innate immune system consists of diverse cell populations, 

including macrophages, neutrophils, monocytes, eosinophils, 

basophils, and natural killer cells that are responsible for innate 

immunity against pathogens to maintain host homeostasis 

[102,99]. Acquired immunity intervenes only when other 

defense lines have failed to effectively counteract the pathogen, 

overlapping with innate immunity, and enhancing the immune 

response. Antigen-presenting cells (APCs) and T- and B-
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lymphocytes are the cells mainly involved in establishing 

acquired immunity.  

 

Generally, cells depend on a variety of nutrients and undergo 

various biochemical processes that support growth and division; 

during tumor initiation and progression, every cellular 

component in the cancer niche undergoes dramatic metabolic 

reprogramming, including the immune cells. As previously said, 

glucose, fatty acids, and amino acids are three major building 

blocks of cellular metabolism. Thus, the study of nutrient 

metabolism by immune cells is urgently needed. Disruption of 

such metabolic pathways collectively contributes to a highly 

acidic, nutrient-deficient, and hypoxic TME that further 

aggravates metabolic reprogramming processes in tumor cells 

and the tumor niche immunocytes [103,104]. 

 

Immune Cells and Glucose Restriction  
 

Immune system cells are at rest when the body is in a steady 

state and will be rapidly activated and respond when the body is 

stimulated by infection, inflammation, or other external 

substances. Furthermore, the diverse levels of immune cell 

activation are accompanied by different metabolic patterns [105]. 

 

In neutrophils, M1 macrophages, dendritic cells, naive T cells, 

and effector T cells, glycolysis is the primary metabolic process 

[106]. For instance, CD8T cells, a crucial part of the adaptive 

immune response, require a high glycolytic metabolism to 

proliferate and expand their population of activated CD8T cells 

[107]. More critically, glycolysis can control the inflammatory 

response linked to macrophages; in fact, cellular glycolysis is 

elevated when the M1-type stimulating factor IFN- and LPS co-

stimulate mouse bone marrow-derived macrophages [108]. Thus, 

glycolysis can regulate tumor immunity as it regulates many 

important functions of neutrophils, activated NK cells, and DC 

cells [109].  
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Lactic Acid Metabolism and Immune Cells  

 
 The metabolites produced by tumor cells as a result of metabolic 

reprogramming can have a profound effect on microenvironment 

immune cells [110]. For instance, lactate, a byproduct of 

increased aerobic glycolysis in tumor cells, causes naive T cells 

from ovarian cancer patients and mice models to undergo 

apoptosis [111]. Because of this anomaly in the glycolytic 

pathway, we now know that cancer cells use a lot of glucose and 

generate a lot of lactic acids, even in the presence of sufficient 

oxygen amounts [99]. Monocarboxylate transporters (MCTs), 

specifically monocarboxylate transporter 4 (MCT4), are 

activated at the cell membrane to move lactic acid from cells to 

the extracellular environment, where it accumulates and 

eventually creates an acidic TME [112]. The low pH of TME is 

beneficial for the selection of more aggressive tumor cells and 

suppresses tumor immunity to promote tumor progression [113].   

 

It is shown that lactic acid can impact NK cell performance, and, 

therefore, impairs IFN-γ secretion. An excessive intake of 

pathologically high levels of lactic acid by NK cells can lead to 

intracellular acidification and inhibit the up-regulation of the 

nuclear factor of activated T cells (NFAT) signal, which lowers 

the amount of NFAT-regulated IFN-γ produced and ultimately 

induced apoptosis in those cells. More significantly, elevated 

lactate levels can be found in both human and rat melanoma. 

When lactic acid generation is reduced in immune-competent 

mice, the ability of CD8+ cells to form tumors is slowed, and the 

infiltration of T cells and NK cells that secrete IFN- in the tumor 

is markedly increased [114,115]. 

 

Another analysis revealed low variation in tumorigenic potential 

between the low lactate group and the control group in mice 

lacking lymphocytes and NK cells. It's interesting to note that a 

recent study found that the tumor microenvironment's lactate 

production by tumor cells' glycolysis activates the mTOR 

pathway and promotes cell survival and proliferation [116]. 
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Amino Acid Metabolism and Immune Cells  
 

One of the fundamental building blocks of the body's immune 

system is amino acids. The release of cytokines and the control 

of immune responses are both influenced by amino acids, in 

addition to their role in the development of immune organs and 

the proliferation and differentiation of immune cells. A lack of 

amino acids can cause dysfunction of immune cells [117,99]. 

 

One essential component of cancer cell metabolism is the overall 

metabolism of glutamine. The synthesis of nucleotides, the 

generation of amino acids, redox equilibrium, glycosylation, the 

development of extracellular matrix, autophagy, and epigenetics 

are all dependent on glutamine, knowing that glutamine is 

crucial for both healthy and cancer cell development [118,119]. 

In case of nutritional deficiencies, cancer cells can obtain 

glutamine by breaking down large molecules. For instance, high 

oncogene RAS activation might induce endocytosis, allowing 

cancer cells to remove extracellular proteins and break them 

down into amino acids like glutamine, which feeds the cancer 

cells [120]. 

 

In addition to tumor cells, lymphocytes, macrophages, and 

neutrophils are immune cells characterized by a high rate of 

glutamine use to enable cell fate determination and 

immunological responses. According to the study, glutamine 

deprivation can reduce the generation of cytokines and T-cell 

proliferation. Moreover, neutrophils and macrophages both use 

glutamine very efficiently. The rate of immune cell death 

decreased significantly with increased use of glutamine 

[121,122].  

 

For instance, glutamine inhibits the production of the pro-

apoptotic proteins Bax and Bcl-xs, hence lowering neutrophil 

apoptosis [123]. The availability of glutamine also influences the 

synthesis and release of pro-inflammatory cytokines (IL-6, IL-1, 

and TNF) by macrophages. As a result, the activation of a 

macrophage is regulated by and supported synergistically by the 

metabolism of glutamine [124]. 
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Additionally, by preventing the glutamine pathway in cancer 

cells, the number of amino acids in the tumor microenvironment 

will accumulate, enhancing the ability of immune cells to target 

the tumor cells. The immunological escape of tumors can be 

stopped by inhibiting glutamine, according to research by 

Jonathan D. Powell and his team. It implies that a revolutionary 

approach to treating cancer will involve focusing on glutamine 

metabolism [125]. 

 

Conclusion  
 

In conclusion, we can confirm that cancer is a complex and 

multifactorial disease because several factors are involved in its 

progression and aggressiveness, such as metabolic changes, the 

extracellular tumor microenvironment, and associated immune 

cells. Studying and understanding all the processes implicated in 

cancerogenesis is essential to identify therapeutic approaches 

targeting cancer cells at different levels. In this chapter, we tried 

to explain how the metabolic alterations in cancer cells favor cell 

growth and proliferation and how the TME and their immune 

cells trigger tumor pathogenesis. 
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Abstract  
 
Single-cell approaches are a major revolution in biology. With 
this technology, it becomes possible to sequence a tumor's 
transcriptome and dissect tumor heterogeneity. Studying the 
interaction between heterogeneous cancer and immune cells 
beyond population averages becomes accessible. This approach 
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is promising to improve immuno-oncology treatments for 
patients. To exploit its full potential, biologists need to 
understand the steps needed to perform these experiments, the 
main scRNA-seq analysis pipeline components, and the 
frequently used tools available in the literature for further 
computational downstream analysis and interpretation.  
Throughout the chapter, we will guide the reader to several 
available libraries and packages that can be used to perform 
these analyses. Inference of intercellular communication will be 
further explored in the context of immuno-oncology at the end of 
the chapter. 
 

Introduction  
 
Since the birth of DNA sequencing, first performed by Fred 
Sanger and his group in 1977, sequencing technologies have 
been revolutionized several times [1]. The first technology 
(Sanger sequencing) uses the chain termination method, which 
generates DNA fragments that elongate at different points using 
dye-dideoxynucleotides. Electrophoresis is employed to separate 
DNA based on size. A laser scanner will provide an 
electropherogram, from which we can read the DNA sequence. 
This technique was widely used, and it remains frequently used 
nowadays. However, this method has some limitations. Indeed, it 
can only sequence short pieces of DNA (300 to 1000 bp), and 
the sequence quality degrades after 700 to 900 bases. Moreover, 
it has major limitations in cost and time. The second generation 
of sequencing, called “Next Generation Sequencing (NGS) 
Technologies” appeared at the beginning of the 2000s. With 
these new sequencers, it became possible to generate millions of 
short reads in parallel; sequencing was quicker than the Sanger 
method, could be achieved at a lower cost, and could be 
performed on smaller quantities of DNA. NGS opened new 
opportunities to decipher the genomes and to study the 
transcriptomes, which had up to then been studied using array-
based technologies, limiting the quantification of transcripts only 
based on specific sequence probes distributed along the genome. 
Even the NGS technologies have some limitations: it is 
necessary to prepare amplified sequencing libraries before 
sequencing amplified DNA clones, with these steps being time-
consuming and amplification libraries being expensive. 
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Moreover, there are still unresolved issues in sequencing 
complex genomes with many repetitive regions, due to the 
difficulty of assembling short reads. For these reasons, new 
sequencers came to the market with a new technology that aimed 
to further reduce the price of sequencing, and simplify the library 
preparation. These sequencers employ Single Molecule 
Sequencing Technology [2]. A few years ago, single-cell 
technologies slowly emerged [1], making it possible to sequence 
the transcriptome at the single-cell level and allowing us to study 
tissues in unprecedented detail. Tissue heterogeneity, detection 
of rare subpopulations, trajectory inference, gene regulatory 
network inference, and cell-cell communication inference are 
examples of what we can do with this technology [3].  
 

Cancer involves uncontrolled proliferation of specific cells but it 
has become apparent that this process involves a complex 
ecological system of interacting cells. The tumor is composed of 
several cell types including normal cells, fibroblasts, immune 
cells, endothelial cells, adipocytes, and cancer cells, which 
interact in a surrounding environment rich in signaling 
molecules, and the extracellular matrix. During oncogenesis, 
cells are fed by the blood vessels, which give them the necessary 
nutrients for their growth. Intercellular communication has a 
fundamental role in homeostasis and also in cancer. This 
communication allows the recruitment and modulation of the 
stromal and immune cells, cell fate decisions, proliferation, and 
migration. This crosstalk inside the tumor and in the surrounding 
environment will promote angiogenesis, immune-escape, pre-
metastatic niche formation, metastasis, and drug resistance [4,5]. 
Cell-cell communication (CCC) can occur either through direct 
cell interactions, mediated by gap junctions, cell adhesion, and 
intercellular bridges (tunnel nanotubes), or indirectly via the 
release of soluble factors, such as cytokines, growth factors, and 
chemokines. Extracellular vesicles are an important mode of 
communication between cancer cells and the tumor 
microenvironment (TME). The immune cells in the TME are 
abundant, varied in types, phenotypes, and states (CD4 and CD8 
T lymphocytes, naive T lymphocytes, B lymphocytes, 
macrophages, NK cells, etc.). In fact, it was observed that tumor-
infiltrating lymphocytes are tightly related to tumor growth and 
patient prognosis [6–9].  
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Tumor heterogeneity and the composition of its 
microenvironment are major causes of treatment failure and 
cancer resistance. For example, immune checkpoint blockers 
only work in at most 30% of the patients (and very often much 
less), and understanding how to predict patients’ responses has 
become a real priority [10]. Relapse can be explained by the 
acquired resistance mechanisms present in the subclones, which 
have self-renewing characteristics. They will stay quiescent until 
the selective pressure of treatment or immune response is gone.  
 

Descriptions of the TME have therefore become essential, and 
they can be obtained by either bulk technologies combined with 
deconvolution approaches or, more recently, by applying single-
cell approaches. Single-cell technology allows us to study tumor 
heterogeneity, as well as cell-cell communication involving all 
the cells in the TME.  
 

Single-cell sequencing technologies provide a large amount of 
data and require bioinformatic skills and knowledge to design 
scRNA-seq experiments and analyze them appropriately. The 
raw data produced are not exploitable immediately and need to 
be pre-processed before being used to address biological 
questions. This chapter will give an overview of different aspects 
of computational analysis of single-cell RNA-seq datasets. We 
will describe the different steps from designing scRNA-seq 
experiments to pre-processing and analysis of the data, 
mentioning which tools are available for the different steps of the 
analysis. The list of methods and tools will not be exhaustive, as 
this is a field in constant expansion and new ones are frequently 
produced, but we hope this chapter will serve as a helpful 
introduction to the topic and allow interested researchers to 
identify more complete resources to acquire deeper knowledge 
or more detailed information. 
 

Designing Single-Cell Experiments and Choosing the 
Best Single-Cell Technologies  
	

Before performing single-cell sequencing, it is necessary to 
carefully design the experiment in a way that will ensure that 
data analysis will generate robust and trustworthy results. This 
part is crucial to reduce the technical noise and to objectively 
measure the biological effect that we want to study.  
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Firstly, it is important to make a clear plan considering the 
following points: 
 
• The project's goal  
• The biological question and its hypothesis  
• The budget and time allocated to the project 
• The tissue under study  
• The number of samples, replicates, and cells that we expect 

to consider in our experiment 
• Whether we are interested in studying gene expression, 

alternative splicing, or also in identifying rare cell 
subpopulations  

 

Secondly, it is important to choose the right technology to 
answer the biological question, and sometimes, this can be 
difficult because several technologies have been developed 
(table 1). Currently, two main technologies are used in scRNA-
seq: plate-based and droplet-based.  
 
• For the plate-based, fluorescence-activated cell sorting 

(FACS) is necessary to deposit one cell in each well (plate 
96 or 384) containing a hypotonic lysis buffer Triton-X100 
where mRNA is separated [11]. After that, cell barcodes are 
added to each well, and libraries are made. The major 
advantage of these methods is that they can sequence full-
length transcripts, so they can be used to study structural 
variations such as RNA fusion, mutations in transcripts, and 
detection of pseudogenes and splice variants at the single-
cell level [12]. Smart-seq techniques are the most used plate 
based method. 

• Droplet-based methods use microfluidics which allows the 
fabrication of devices with microchannels handling very 
small quantities of liquid in micro volumes. In scRNA-seq, 
isolated cells encapsulate both barcode-containing 
beads/hydrogels, and unique molecular identifiers (UMIs), 
such that after pooling, and sequencing, each read can be 
mapped back to its cell of origin. Drop-seq and Chromium 
by 10X are examples of these methods.  

 
Several studies compared the two technologies and showed that 
plate-based methods allow more detection of genes per cell if we 
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compare them with the droplet method. But these last methods 
quantified mRNA levels with less amplification noise due to the 
use of UMI [13]. In addition, Chromium detects more cell 
clusters than Smart-seq2, which on the other side detects more 
genes than Chromium [14]. A comparison of droplet methods 
like Chromium and drop-seq showed that Chromium has higher 
molecular sensitivity, and precision, and less technical noise 
[15]. 
 
In conclusion, plate-based methods must be considered if the 
main aim is to identify rare cell subpopulations or structural 
variation. On the contrary, if the goal is to study the 
heterogeneity of the tissue, Chromium is adequate. 
 
Thirdly, we can start designing the experiment to ensure that we 
reduce the technical noise, which could have several origins, also 
depending on the single-cell technology used (batch effect, 
amplification bias, dropout, etc). This noise can confound 
downstream analysis and can be dealt with using two 
approaches: 
 

• If we do a balanced design, samples, and replicates are 
sequenced in the same lanes on the flow cell (same 
conditions). Thus, it becomes possible to compare them and 
to be sure of the origin of the variation [16,17]. However, it 
is not always possible to do a balanced design, and in some 
cases, we do not have the choice to do a confounded design.  

• In a confounded design, the samples and replicates are 
separated from the others (different lanes and flow cells), 
thus when we compare the measure between them, it 
becomes difficult to identify the source of the biological 
variation. In this case, several statistical methods exist to 
correct batch effects. 
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Table 1: the different single-cell technologies. 
 

Technology Isolation Capacity (# of cells) Coverage UMI or 
spike-in 

Advantages Disadvantages Year Reference 

Smart-seq FACS 96 plates or 384 plates Full-length spike-in   2012 [18] 
Smart-seq2 FACS 96 plates or 384 plates Full-length spike-in ● detect more genes 

● alternative splicing 
● capture a high 

proportion of 
mitochondrial genes 

● cost 

2013 [11,19] 

Drop-seq FACS  3’ UMI ● most cost-effective  
● customizable 

 2015 [20] 

Chromium Droplet-based 1,000-10,000 cells 3’ or 5’ UMI ● cost ● Higher noise for mRNA 
with low expression 
levels 

● dropout problem  

2016 [21] 
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Data Analysis Pipeline Overview  
 
Once the sequencing has been performed, a thorough data 
analysis will be key to extract biological information. This 
analysis will be divided into 3 steps (figure 1). The two first 
steps are common, and the third depends on the analysis goals 
defined in the experimental design.  
 
• Step 1: pre-processing. In this stage, the sequence quality 

needs to be checked, and if it is not good, the sequences need 
to be trimmed. After that, the sequences will be aligned with 
the genome reference; if the mapping score is good, the 
analysis will follow step 2. 

• Step 2: main analysis. This step is crucially dependent on 
the experimental design and can be divided into several 
subsets. For example, if it is a balanced or confounded 
design, it is necessary to correct the batch effects. The final 
result will be biased if an appropriate statistical method is 
not applied. This stage will close by the clustering, revealing 
the different subpopulations in the tissue/tumor. 

• Step 3: can be denoted as functional analysis, depending on 
the biological question. It involves studying expression 
profiles at the gene or cell level. At the gene level, it is 
possible to study differential gene expression in different 
conditions (treated or not, for example) or use various tools 
for inferring the gene regulatory networks and identify 
pathways that are differentially enriched (through functional 
enrichment analysis). The trajectory inference (or pseudo-
time) and the cell-cell interaction inference are examples of 
common analysis at the cell level. 

	
In the following, we will provide an overview of different 
software frequently used for carrying out these steps.  
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Figure 1: the different steps of single-cell analysis. 
 

Pre-Processing  
Raw Quality Check & Trimming  
 

As for bulk RNA-seq, the scRNA-seq analysis starts by checking 
the quality of the raw sequences. Several phenomena, like 
sequencing errors, PCR artifacts, and contaminations, can 
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degrade the final sequencing result during the wet lab part and 
sequencing. To detect them, tools will check the presence of 
adaptors, the GC content, duplicated reads, and overrepresented 
k-mers (explained in the mapping and quality check paragraph). 
It is well known that the sequencing quality decreases at the 3’ 
end of the reads. Thus, these bases must be removed to improve 
the mappability. FastQC is the most used tool for this part, and it 
computes some statistics about the composition and quality of 
raw sequences [22]. These statistics include the following:  
	

- Summary statistics 
- Distribution of per-base sequence quality 
- Distribution of quality scores per sequence 
- Distribution of per-base N content 
- Sequence length distribution 
- Sequence duplication 
- Distribution of overrepresented sequences 
	

With an automated pipeline, it will become easy to run FASTQC 
on a large number of samples. But, the FASTQC reports are not 
easy to compare between them. With MultiQC, it becomes easier 
to compare the FASTQC reports and interpret them [23]. 
Moreover, MultiQC will generate an HTML file report. Several 
tools, such as Trimmomatic [24] and Cutadapt [25], exist to 
discard the low-quality reads, trim adaptor sequences, and detect 
contamination, and poor-quality bases. 
 

Mapping and Quality Check  
 

After doing the raw quality check and adaptor trimming, 
mapping is the next step. By definition, read mapping assigns 
each read to a specific location in the genome. As explained in 
the different single-cell technologies, in Chromium and droplet 
technology, we have three important objects, (i) a cDNA 
fragment that identifies an RNA transcript, (ii) a cell barcode for 
each cell, and (iii) a unique molecular identifier (UMI). Mapping 
of reads includes four steps:  

 

• Aligning the reads to a reference genome 
• Assigning reads to genes 
• Cell barcode demultiplexing (allocate each read to a specific 

cell) 
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• UMI deduplication (count the number of unique RNA 
molecules) 

	

These four steps will produce a cell expression matrix, which 
contains the counts of RNA molecules in each cell for each gene. 
Several tools have been developed for bulk and single cell RNA-
seq. Thus, it is not easy to choose a good aligner for the analysis, 
and benchmarking studies could be helpful. Here, we will 
present the main read mapping software used in scRNA-seq, 
which could be useful in immuno-oncology projects.  
 

Two main approaches exist for alignment. The first tools use 
splice-aware aligner algorithms. Genes in the human genome 
contain a lot of introns, and coding sequences are short. Thus, it 
becomes difficult to properly align reads to the genome. For 
example, reads can be mapped entirely within an exon or can be 
spanning two or more exons [26–28]. To overcome this 
difficulty, splice-aware aligners have been developed. They used 
the annotation file (GFF/GTF). In this way, STAR can detect the 
splice junctions and correctly map the read to the reference 
genome. HISAT2 [29], STARsolo [30], and CellRanger (10X 
read mapping software) are the most used splice-aware 
alignment tools in scRNA-seq.  
 

The other methods are based on pseudo-alignment algorithms, 
which include four steps. Firstly, the reference transcriptome will 
be split into k-mers, and a De Bruijn graph will be constructed. 
k-mers are unique length k subsequences of a sequence. A De 
Bruijn graph is a directed graph in which vertices are k-mers, and 
edges represent overlaps between the k-mers. Through the graph, 
a path represents a sequence [31]. Secondly, the RNA-seq reads 
will be converted into k-mers. Thirdly, the software will use the 
k-mers to assign reads to a transcript or several transcripts. 
Finally, the reads will be counted for each transcript or for each 
gene. In single-cell two common tools use pseudo-alignment 
strategy: kallisto/BUStools [32] and Salmon/Alevin/Alevin-fry 
[33].  
 

In bulk RNA-seq, STAR is one of the top-performing read 
mapping tools [26,34]. When 10X developed their technology, 
they also wrote a read mapping software derived from STAR, 
CellRanger, which is one of the most used software in the 
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literature. This software uses STAR to perform the alignment 
while the transcript quantification part is done by the 10X 
proprietary algorithms. Alexander Dobin, the STAR’s developer, 
decided to develop an extension of STAR, called STARsolo. 
CellRanger and STARsolo produce similar results [30]. Unlike 
CellRanger, STARSolo can take into account multi-gene reads 
(transcripts that align well to two or more genes), which is 
important to detect different classes of biologically important 
genes (e.g. paralogs) [30]. As written above, STARSolo uses the 
annotation file to recognize the splice junctions and to detect the 
spliced/unspliced transcripts. This information is important to 
perform RNA velocity studies to reconstruct pseudo-temporal 
trajectories of cell phenotypes starting from a cell mixture. 
STAR showed a better alignment rate and measured more 
abundance of the gene compared to Kallisto/BUStools [34]. By 
comparing 10x PBMC 3K data clustering results (annotation of 
cell types), the pipeline which used STAR and Kallisto annotated 
the same cell types but one cell type was lacking with Kallisto 
[34]. Kallisto has the advantage of being 4 times faster than 
STARSolo and the memory usage is 7.7 times less than the 
previous one [34].  
 

Alignment files (bam) can contain biases, which are introduced 
during sequencing, sample preparation, and/or mapping 
algorithm. Thus, checking the quality of the read alignment is an 
important step. Thus, we will have an idea about the read 
alignment to the human genome and if the data fit with the 
expected outcome. The percentage of reads mapped to the 
reference genome (human) is a global indicator of the overall 
sequencing accuracy. A percentage above 90% in all samples 
indicates a very good mapping rate. Usually, we expect between 
70 and 90% of reads mapped on the human genome. We also 
expect a small fraction of reads to map to multiple regions in the 
genome (multi-mapping reads). After these first read mapping 
quality statistics, we check to see where the reads are mapped. 
We expect more than 60% of reads in the exonic regions and 
between 20-30% in the intronic regions. If an equal distribution 
of reads mapping to intronic, exonic, and intergenic regions is 
present, this could be a sign of DNA contamination since mRNA 
from introns is normally quickly degraded. 
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Table 2: the different mapper frequently used in single-cell analysis. 
 

Aligner Strategy Advantage Disadvantage References 
STARsolo Splice-aware Precise Slow [30] 
HISAT2 Splice-aware Fast  [29] 
CellRanger Splice-aware User-friendly Proprietary software No publication 
Kallisto/BUStools Pseudoalignment Fast  [32] 
Salmon/Alevin/Ale
vin-fry 

Pseudoalignment Fast  [33] 
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Main Analysis  
Cell Quality Check  
	
After ensuring that mapping quality is good, it is important to 
remove low-quality cells which can bias the analysis. In single-
cell data, some metrics are used for quality control: 
 
- the number of UMIs per cell, which represents the number of 

transcripts per cell 
- the number of features, which represents the number of 

detected genes per cell 
- the mitochondrial ratio, giving the percentage of reads 

coming from mitochondrial genes per cell (representing the 
living status of the cell) 

 
In the literature, researchers use thresholds to filter the low-
quality cells. The number of UMIs should be above 500 to have 
enough transcripts per cell and at least 250 genes must be 
detected per cell.  
 
Traditionally, we see a high mitochondrial ratio in low UMIs and 
a low number of genes in cells, showing dying/damaged cells. A 
threshold <0.2 for this ratio is used to remove top damaged cells 
(except if high mitochondrial gene expression is expected in the 
experiment). 
 
This first step of quality control was for cells, but more quality 
checks must be performed at the gene level. For example, we can 
remove genes that are expressed in less than 10 cells. This way 
we will keep living cells and expressed genes. Some literature is 
available to understand these thresholds [35,36]. Some data-
driven methods exist to avoid choosing thresholds as they are 
often arbitrarily chosen [38]. Some code in R is available to be 
guided through the steps of quality control for single-cell 
experiments [1].  
 
A possible additional step for quality control would be to remove 
doublets from the experiment. Technically, doublets are 
generated when two cells merge due to errors in cell sorting or 
capture, more often in droplet-based experiments. A benchmark 
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for doublet detection was performed identifying DoubletFinder 
as the best in detection accuracy and also in computational 
efficiency (memory usage+time) [38].  
 
Normalization  
 
As written in the introduction, the experimental design and the 
sequencing can generate several technical biases. The variability 
in sequencing depth might be increased by technical factors like 
sequencing depth, amplification, gene length, and GC content. 
But they are not the only source of unwanted variation. The 
amount of RNA per cell can vary between cell cycle stages 
[39,40]. Hence, it becomes difficult to untangle the biological 
differences from the technical ones between samples. The goal 
of the normalization is to eliminate/reduce these technical biases 
so that we can preserve the biological signal in our 
transcriptomic data. Bulk RNA-seq developed normalization 
methods. However, these methods are not suitable for single cell 
transcriptomics. Indeed, scRNA-seq generates abundant zero-
expression values [41]. If bulk normalization methods are used 
in scRNA-seq, it may be a source of overcorrection for lowly 
expressed genes [42,43]. To avoid this problem, specific 
normalization methods for scRNA-seq have been developed. 
They are based on the scRNA-seq technologies that have been 
developed: plate based which uses spike-ins and droplet 
technology which uses UMIs. Using a technology that uses UMI 
can reduce technical biases.  

 
scRNA-seq normalization methods are divided into two steps: 
scaling and transformation. The aim of scaling is to apply a size 
factor to scale data. In other words, all counts for each cell are 
divided by a cell-specific factor. The main hypothesis is that the 
bias affects all genes equally with the expected mean count for 
that cell. By dividing the counts by the size factor, we can 
remove the bias. To conclude, the size factor for each cell 
represents the estimate of the relative bias [44]. Then, the 
number of counts becomes comparable across cells and is less 
related to technical variation. The goal of transformation is to 
reduce the skewness in the distribution of the normalized values. 
Log transformation is often used for this step.  
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The first method of normalization is LogNorm which is the 
default method in the Seurat package for scRNA-seq analysis 
[45]. The idea of this method is to measure the gene expression 
for each cell is normalized over the total expression. Thus, we 
can eliminate the effect of the sequencing depth variation 
between cells. Firstly, we compute the normalized gene 
expression value (xi) of gene X in cell i (Eq. 1). The 
transformation is performed by the log (Eq. 2). scRNAseq has a 
lot of zero-expression data values and to avoid zero counts, in 
Eq. 2, we add 1.  
  
𝑥! =	

"#$	&$'(	)*+,-	*.	/$,$	0	!,	)$11	!
"*-'1	*.	)*+,-2	*.	)$11	!

× 103                      (Eq. 1) 
 
𝑓(𝑥!) 	= 	𝑙𝑛(𝑥! + 1)       (Eq. 2) 
 
The LogNorm method is a global scale factor because it is 
applied on all genes. However, if this is not the case, these 
methods may fail to detect true differential expressed genes. 
Genes with weak to moderate expression tend to get 
overcorrected, while genes with high expression get 
undercorrected. To avoid this problem, two other methods have 
been developed.   
 
SCnorm is a method [46] that uses quantile regression to 
estimate the dependence of transcript expression on sequencing 
depth for every gene. Genes with similar dependence are then 
grouped, and a second quantile regression is used to estimate 
scale factors within each group. Within-group adjustment for 
sequencing depth is then performed using the estimated scale 
factors to provide normalized estimates of expression. However, 
this method has a major problem. As written above scRNA-seq 
has a lot of zero-expression values and this issue is not taken into 
account by this method.  
 
As for LogNorm, sctransform is a method developed in the 
Seurat package [47]. The authors proposed a novel statistical 
approach for the modeling, normalization, and variance 
stabilization of UMI count data for scRNA-seq. They observed a 
linear relationship between UMI counts and the number of genes 
detected in a cell. They showed that different groups of genes 



Immunology and Cancer Biology 

17                                                                                www.videleaf.com 

cannot be normalized by the same constant factor, representing 
an intrinsic challenge for scaling-factor-based normalization 
schemes, regardless of how the factors themselves are calculated. 
This method has three steps. Firstly, sctransform fits a 
generalized linear model (GLM) for each gene with UMI counts 
as the response variable and sequencing depth as the explanatory 
variable. This model describes the influence of technical noise 
on UMI counts. Secondly, sctransform uses the model parameter 
values and gene mean to learn global trends in the data. Thus, it 
is possible to perform independent regularizations for all 
parameters. Thirdly, the regularized regression parameters are 
used to define an affine function that transforms UMI counts into 
Pearson residuals. These residuals will inform us on how much 
the count is far from the true mean expression.  
 
Batch Effect Correction & Integration 
 

Very often people confuse normalization, batch effect, and data 
integration. These notions are different steps of pre-processing, 
but they are essentially different. To clarify, the goal of 
normalization is to target the variance from sequencing, like 
library preparation, amplification bias caused by gene length, GC 
content, etc [48]. Normalization is applied to the count matrix. 
This step does not correct the other sources of unwanted 
variation, which could stem from experimental design 
(sequencing platforms, sequencing lane, timing, reagents for 
example) and should be removed with batch effect correction 
[49]. We must distinguish three cases. Firstly, the correction of 
the samples from the same experiment. Secondly and thirdly, the 
correction between experiments performed in the same 
laboratory or between datasets from different laboratories. For 
the last two, we will need to perform data integration, which 
combines data from different sources and provides users with a 
unified view of them [50].  
 

Several software has been developed to correct batch effects and 
to integrate data and it is based on three broad strategies: 

 

● Regression-based correction 
● Joint dimensionality reduction 
● Joint dimensionality reduction and graph-based joint 

clustering 
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The first strategy uses regression-based correction. ComBat is a 
software that uses this strategy and it was the first method 
written to correct batch effects in microarray and bulk RNA-seq 
[51]. At the beginning of single-cell analysis, ComBat was used, 
but quickly, three main pitfalls were detected. Firstly, it does not 
account for differences in population composition. Secondly, it 
assumes the batch effect is additive. Thirdly, it is prone to 
overcorrection (in case of partial confounding). This method 
works well in small-medium datasets like microarray with 
similar cell type composition. Otherwise, it will fail in a large 
dataset with a complex mixture of cell types [49,50,52]. Another 
method must be used to correct the batch effect in scRNA-seq.  
 
The second strategy uses joint dimensionality reduction (jDR). 
By definition, dimensionality reduction includes numerous 
methods for transforming a high-dimensional space, with a lot of 
variables or features, into a low-dimensional one, with few 
variables or features. This transformation will preserve the 
characteristic and/or structure of the data. These methods are 
applied to a dataset individually. In bioinformatics, we can have 
several datasets in our experiments. Joint dimensionality 
reduction will allow us to transform several data sets in a low 
dimensional space while preserving the specificities of each 
dataset. In other words, jDR methods use existing dimensionality 
reduction methods to apply multiple data sets [53,54]. 
 
Harmony is an example of a tool that uses the jDR strategy [55]. 
Firstly, Harmony will perform a Principal Component Analysis 
(PCA) to integrate the cells in low dimensional space and assign 
them to clusters. Secondly, the algorithm will compute the 
cluster centroids for each dataset. Thirdly it will apply a 
correction factor for each cluster. Finally, cells are rearranged 
into the cluster from the last correction. This workflow will be 
repeated until convergence is obtained, meaning that additional 
training will not improve batch correction. Mutual Nearest 
Neighbors (MNN) is an algorithm to correct batch effects with 
jDR strategy. 
 
The MNN algorithm is inspired by the idea of K-Nearest 
Neighbors (KNN). This algorithm has 2 main assumptions [49]. 
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Firstly, there is at least one cell population that is present in both 
batches. Secondly, the batch effect variation is much smaller 
than the biological effect variation between different cell types. 
The method tries to find the most similar cells (mutual 
neighbors) between the batches. Then, the algorithm will 
measure the difference between batches to quantify how strong 
the batch effect is. This information is used to scale the counts 
for the rest of the cells in the batches. 
 
Seurat uses Canonical Correlation Analysis (CCA) [56]. In this 
method, the data from the batches are projected into a low-
dimensional space. The algorithm maximizes correlation (or 
covariance) between the data sets from different batches. The 
dataset projections are correlated but they do not overlap well in 
low dimensional space. This problem is fixed with the Dynamic 
Time Warping (DTW) algorithm, which compares the similarity 
or calculates the distance between two or more arrays with 
different lengths. CCA data projection will be stretched and 
squeezed to align well between them. 
 
These tools are frequently used in scRNA-seq analysis in 
immuno-oncology. Several studies compared and evaluated their 
efficiency. By testing different tools with five scenarios of batch 
effect correction and several datasets, Tran et al, showed that 
Harmony, and Seurat achieved good scores. On the other hand, 
Combat was the worst-performing method [57].  
 
Feature Selection & Dimensionality Reduction  
 
In data science, we often work with high-dimensional data. The 
dimension of a dataset corresponds to the number of 
attributes/features that exist in a dataset. For example, a table 
with 2 columns is a 2-dimensional dataset, which can be 
represented by a 2D plot. If we add another dimension, we will 
obtain a 3-dimensional space and a 3D plot. We can add as many 
dimensions as we want. High-dimensional datasets are common 
in genomics [58–61]. Having a high dimensional dataset leads to 
difficulties during analyses and visualization, leading to what is 
currently referred to as the ‘Curse of Dimensionality’. In 
scRNA-seq, the datasets have a high-dimensional space with N 
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(tens to hundreds normally) samples, M (thousands) genes, and 
P (thousands) cells. This requires a lot of computational time, 
while some algorithms struggle with many dimensions. 
Dimensionality reduction (DR) describes the techniques that 
transform the data from a high-dimensional space into a low-
dimensional space to overcome these difficulties. They are 
divided into two different groups: (i) linear and (ii) non-linear. In 
linear methods, the output (low dimension) of the system is 
proportional to the input (high dimension). This proportionality 
is achieved by the linear projection of the original data onto a 
low-dimensional space. In the case of non-linear methods, the 
output of the system is not proportional to the input. In scRNA-
seq, we can use both methods.  
 
Principal Component Analysis (PCA) is a linear method, which 
is a commonly used DR method. The PCA algorithm will find 
the first principal component with the largest variance in the 
data. Thus, it will seek the second component with the largest 
variance which is not correlated to the first component. This 
process will be repeated until the component reaches a threshold 
defined by the users.  
 
The t-Stochastic Neighborhood Embedding (t-SNE) algorithm is 
a non-linear method for DR [62]. This algorithm is divided into 3 
steps. Firstly, the algorithm will convert the Euclidean distances 
of a high dimensional space into a conditional probability that 
represents similarities. Secondly, the algorithm will create a low-
dimensional space where the data will be represented, but on 
which we do not know the coordinates of our points. We are 
therefore going to randomly distribute the points over this new 
space. The rest is quite similar to the first step, we calculate the 
similarities of the points in the newly created space, but using a 
t-Student distribution and not Gaussian. Thirdly, to faithfully 
represent the points in the lower dimensional space, we would 
ideally like the similarity measures in the two spaces to be 
consistent. We, therefore, need to compare the similarities of 
points in the two spaces using the Kullback-Leibler (KL) 
measure. 
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The Uniform Manifold Approximation and Projection (UMAP) 
algorithm is based on three assumptions about the data. Firstly, 
the data are uniformly distributed on the Riemannian manifold. 
Secondly, the Riemannian metric is locally constant, and finally, 
the manifold is locally connected. According to these 
assumptions, the manifold with fuzzy topology can be modeled. 
The UMAP algorithm has two main stages. The first stage 
involves constructing a weighted graph that encodes the local 
structure of the data. This is done by selecting a set of 
"landmark" points in the high-dimensional space and then 
calculating the distances between each point and its nearest 
neighbors. The distances are used to construct a weighted graph, 
where the nodes represent the data points and the edges represent 
the distances between them. The second stage involves finding a 
low-dimensional representation of the data that preserves the 
global structure of the graph. This is done by minimizing a cost 
function that measures the difference between the distances in 
the original high-dimensional space and the distances in the low-
dimensional space. This optimization problem is solved using a 
technique called "stochastic gradient descent," which involves 
iteratively updating the low-dimensional representation in a way 
that reduces the cost function. UMAP has superior run-time 
performance compared with the t-SNE [63,64].  
 
Clustering and Cell Type Annotation  
 
These methods presented previously gather a set of learning 
algorithms whose goal is to group unlabeled data with similar 
properties. Thus, we obtain a cluster of different groups of cells 
whose cell types are unknown. We then need to assign cell types 
for each group. This step is a critical feature of scRNA-seq. 
Several tools Seurat [45], Monocle 3 [65], SCENIC [66] perform 
clustering with DR methods (t-SNE, UMAP) and cell type 
identification. In this step, we can identify rare cell types or 
subpopulations. In order to improve this identification, new 
tools, like scClassify [67], SingleCellNet [68], and Sincell [69] 
have been developed. Once the cell type assignment is done, we 
can start the downstream analysis, like cell trajectories or cell-
cell communication inference. 
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An Example of Downstream Analysis: Cell-Cell 
Communication Inference and Analysis in TME  
 
After clustering annotation, the downstream analysis will allow 
us to extract biological insights from the scRNA-seq data. As 
written in Data analysis pipeline overview, this analysis can be 
divided into two parts, which are cell- and gene-level. The cell-
level analysis will use methods to characterize cellular structure 
like trajectory inference and cell-cell communication, while 
gene-level with differential gene expression and gene regulatory 
network will investigate molecular signals in the data. At the 
gene-level, with the differential gene expression approach ask 
the question is whether any genes are differentially expressed 
between two experimental conditions. Gene regulatory networks 
with scRNA-seq is the second method that we could perform at 
this level and it will be explained in the next chapter. At the cell-
level, the clustering annotation cannot describe the whole 
cellular diversity. The observed heterogeneity is under 
continuous biological processes. By using trajectory inference 
methods, which use dynamic models of gene expression, it 
becomes possible to capture transitions between cell identities, 
and branching differentiation processes for example. Cell-cell 
communication (CCC) is the second type of analysis that can be 
performed at this level and as explained in the introduction, the 
rise of tools for inference of cell-cell communication from 
scRNA-seq has advanced the development of cancer 
immunotherapies. Here, we will explore more deeply CCC 
analysis with scRNA-seq data. 
 
Cell-cell communication, also known as cell-cell interaction or 
intercellular communication, is essential for the development of 
multicellular systems [70]. Cells are able to receive and process 
many signals simultaneously which are from their immediate 
environment. But cells also send out messages to other cells 
close or far away. This intercellular communication requires 
coordination by soluble factors, associated membrane proteins, 
exosomes, and gap junction channels, for example. In the past, 
researchers thought that CCC was lost in cancer because cancer 
cells are disconnected from healthy cells but it is likely that 
communication is changed but is not lost. For example, in 
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melanoma, malignant cells can deliver exosomes that create an 
environment for tumor cells to survive [71]. With scRNA-seq 
it’s possible to infer CCC between TME, immune, and cancer 
cells. Several tools have been developed to infer CCC from 
scRNA-seq data and it can be difficult to choose a tool for our 
analysis. In this paragraph, we will explain the main ideas behind 
these tools, and after we will compare some of them.  
 
All these CCC inference tools share a common input, the count 
matrix, which contains the transcript levels of each gene across 
different samples and cells. At the same time, the known 
interacting protein or ligand-receptor pairs in specialized 
databases like KEGG and Reactome are collected. This 
information is used to filter the count matrix, which will contain 
only the genes associated with the interacting proteins. This 
filtered table will be used for the CCC analysis which is divided 
into three steps [72]. Firstly, the expression levels of ligand-
receptors pairs are used as inputs to compute a communication 
score by using a scoring function (function f(L, R), where L and 
R are the expression values of the ligand and the receptor). 
Secondly, an aggregation function will compute the 
communication scores between samples or cells. In the third 
step, the communication and aggregation scores are used to 
generate different graphics, like hierarchical and circle plots or 
network visualizations, which will facilitate the interpretation of 
the results. In this chapter, we do not explain the mathematical 
methods to compute the computation and aggregation score, but 
we refer the reader to a comprehensive review [73]. 
 
The inference of cell-cell communication from scRNA-seq data 
can help us understand the signaling alterations provoked by 
immune checkpoint blockers in the TME [74]. For example, 
CellPhoneDB was the first tool developed for this aim and 
became one of the most used tools in CCC [75,76]. In 
hepatocarcinoma and esophageal squamous carcinoma, 
CellPhoneDB found a potential reprogramming interaction from 
tumor cells to macrophages by the SPP1-CD44 axis [77,78]. 
This axis is involved in an immune checkpoint. Several studies 
with patients used CellPhoneDB to characterize CCC in ICB 
resistance and response. They identified enhanced signaling of 
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HAVCR3-LGALS9 (TIM3-Galectin9) in CD8+ T cells in non-
responding and resistant patients [79–81]. CellPhoneDB is able 
to highlight the intercellular communication between immune 
cells and cancer cells, but it has some limitations. Indeed, 
CellPhoneDB takes into account only ligands and receptors, 
while it is known that some signaling cofactors in the sender or 
receiver cells can influence intracellular pathways. Alternative 
software, like CellChat, and NicheNet was developed to take this 
point into account. CellChat was used and showed promising 
results in different immunotherapy signaling studies [77,82–84]. 
NicheNet [85] is widely used when researchers want to 
investigate intercellular communication in the TME [74].  
 
Conclusion: The Future of scRNA-seq in 
Immuno-Oncology  
 
Single-cell RNA-seq is revolutionizing our perspective on the 
tumor microenvironment and driving innovative approaches in 
immuno-oncology research [86–88]. In this chapter, we have 
described the main parts of the computational analysis and given 
examples of downstream analysis. Understanding the different 
steps of this analysis is important for generating valuable 
experiments and trustworthy results. Unfortunately, single-cell 
analysis requires statistical knowledge and programming skills 
and can be difficult for biologists. In order to make scRNA-seq 
more accessible to a broader community of researchers and/or 
clinicians, some pipelines have been developed. scAmpi and 
Bullito are automated, flexible, and parallelizable pipelines 
[89,90]. These pipelines include all the steps and software 
described above. The main difference between the two is that 
scAmpi has been developed for clinical applications. pipeCom is 
a flexible R framework for pipeline comparison, which then 
chooses the best among the various tools [91]. 
 
As with everything, there are some limitations of these 
approaches that should be considered. For example, isolation of 
cells from solid tissues can introduce biases on the number of 
cells of each type that is captured and included in the data, so it 
is not advisable to assume that cell numbers obtained in 
scRNAseq experiments are directly proportional to those 
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effectively present in the tissue. Also, defining cell types can be 
done based on expression of proteins on cell surfaces, which are 
not necessarily strongly correlated to the levels of the 
corresponding mRNAs. For this reason, additional technologies 
such as CITEseq [92] and INs-Seq [93] provide a multi-omic 
view of cells, detecting both cell surface proteins and transcripts 
on each cell. Similarly, the combination of transcriptomics with 
the identification of open chromatin regions can currently be 
performed on the same cell, like NEAT-seq [94] and smart3-seq 
[95]. It is also possible to perform genome and transcriptome 
single-cell approaches like G&T-seq [96] and scTrio-seq [97]. 
 
In conclusion, single-cell approaches can be helpful to study the 
TME, but the spatial information and context of the cells are lost. 
Recently the development of spatial omics techniques at the 
single-cell level and computational methods to analyze them are 
revolutionizing biology once again [98]. Nowadays, it is possible 
to combine spatial transcriptomics with scRNA-seq datasets to 
infer spatial cell-cell communication [99–102]. With the 
progress of machine learning, new computational methods will 
be developed to integrate these datasets to understand how cell-
cell communication influences the fate of cells in tumors.  
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Abstract  
 
Gene regulatory networks (GRNs) and mathematical modelling 

are critical for understanding the complex regulatory 

mechanisms that underlie tumour development and progression, 

providing insights into the molecular mechanisms that drive 

cancer, including the identification of key driver 

genes/pathways, and novel therapeutic targets. In the context of 

the tumour microenvironment (TME), the complex interactions 

between immune and cancer cells give rise to a cascade of 

regulatory processes at different levels, defining the cellular 

behaviour and response to external or internal stimuli. It has 

been shown that, in the presence of cancer cells, several immune 

cells including macrophages, neutrophils or T cells undergo cell-

state transitions toward pro-tumoral phenotypes or exhaustion. 

Therefore, the detailed molecular description of cancer cells’ and 

immune cells’ behaviour, and cell-state transitions in response to 

their interactions, particularly at the molecular level, remain 

crucial to cancer research. In this chapter, we give an overview 

of mathematical modelling of cancer systems through gene 

regulatory networks, and give a step-by-step tutorial of how to 

build them from gene expression data, to analyse and study their 

temporal behaviour through dynamical modelling. 

 

Introduction  
 

In various subjects, including cancer research, the term 

“complex” is usually mistaken to define “complicated”, or non-

trivial problem-solving tasks. However, the theory of complex 

systems provides a more precise definition of what a complex 

system is, and its properties. A system is considered complex if 

certain properties, such as emergent behaviour, nonlinearity, 

feedback loops and adaptation, emerge from the collective 

behaviour between the system components and the surrounding 

environment. From this definition, all biological systems, 

including the tumour microenvironment (TME), are inherently 

complex, and their global structure and temporal behaviour (in 

different scales, from molecular to cellular level) cannot be 

straightforwardly inferred from the local properties of their 

interacting components. To facilitate the study of these systems, 
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the intracellular interacting components can be best represented 

as a network, commonly visualised as a graph of nodes (vertices) 

connected by edges (links) (Figure 1). Depending on the types of 

nodes and edges, different molecular networks exist, like 

protein-protein networks (PPI) [1,2], gene regulatory networks 

(GRN) [3,4], signal transduction networks [5,6], etc. This 

representation enables the application of the mathematical 

toolbox of graph theory to study the structural properties of these 

networks and, furthermore, of dynamical models to study their 

temporal behaviour under different environmental conditions, 

effect of drugs, or intracellular mutations. In particular, building 

these networks using various sources of information constitutes 

an important reverse engineering process, referred to as network 

inference, and requires the combination of both a thorough 

biological understanding of the system, and the application of 

accurate and advanced computational inference methods [7]. 

Notably, the advanced technological improvements in measuring 

gene expression and the ever increasing interest in clinical 

applications of genomics, confer data-driven GRN inference 

methods with high importance and relevance to get more precise 

insights on gene regulation, drug action, pathway perturbation, 

etc.  
 

Thanks to the technological developments of the last 20 years, 

inference methods have also evolved from inference based on 

bulk gene expression data [8–11] to single-cell transcriptomics 

[12–17], and extending to time-series and/or pseudotime of 

transcriptomics, with which more accurate knowledge on gene-

gene interaction can be inferred [15,18,19]. 

 

 
 (a)               (b)    (c) 

 

Figure 1: A simplified example of (a) protein-protein (PPI) network, (b) gene 

regulatory network, (c) signal transduction network.  
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The importance of performing such calculations relies on using 

these networks for getting relevant insights on the biology 

underlying them, aiming to make new discoveries on molecular 

interactions, drug targets, mechanisms of action, etc. [3]. For 

example, performing in silico experiments and verifying how a 

perturbation in one of the molecular pathways, genes or 

interactions might affect the downstream network components 

helps understanding which are the key intracellular mechanisms, 

regulators and processes that drive the appearance of particular 

cell phenotypes or cell states. Experimentally, we can then 

compare the gene abundance in the perturbed and unperturbed 

cells and, potentially, identify putative target genes that 

determine cellular dynamics.  

 

In this chapter, we follow a horizontal approach, giving a 

description of GRNs and their topological features, describing 

the algorithm behind some available methods on network 

inference from experimental data, and giving an introduction to 

dynamical modelling of GRN, as a promising perspective toward 

bridging the computational methods to the biology of GRNs. 

This chapter is intended to give biologists and researchers in 

cancer research an overview of how to use the network 

approach, and the information it provides to answer their 

biological questions, aims and research goals. Throughout the 

text, we direct the readers with a higher mathematical 

background to consult the recommended literature, for more 

detailed mathematical and algorithmic details. Thus, the goals 

for this chapter are as follows:  
 

 give a description of GRNs as simplified representation of 

regulatory interactions between molecular entities and 

explain the type of information provided by performing 

structural analysis on the GRNs;  

 describe the algorithm and list some available methods on 

network inference from public databases and experimental 

data; 

 give an introduction to dynamical modelling of GRNs and 

describe the basic principles of Boolean modelling; 

 list some computational tools to simulate and analyse 

Boolean models, and describe some recent work on the 

application of Boolean modelling in cancer research.  
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Like other similar works, this chapter provides a partial glimpse 

into the domain of research that is constantly evolving. 

Considering the substantial amount of ongoing research in this 

field, it is evident that significant advancements can be expected 

in the coming years.  

 

Gene Maps: Network Representation of Gene 

Regulation  
 

Although a single definition of GRN does not exist, we define 

GRNs as topological maps representing the connection between 

regulatory proteins (e.g. transcription factors (TFs), RNA 

binding proteins) that control the expression level of a gene. 

These interactions can be represented as directed graphs of nodes 

and edges. Notably, the directionality of the edges (defining the 

source and the target in the interaction) represents an important 

feature in the case of regulatory networks, defining the direction 

of information flow. For example, in a GRN or metabolic 

network a TF can regulate the expression of a gene, or a protein 

can contribute to the production of another protein indirectly, but 

not vice versa [20]. In these networks, additional information is 

added by indicating specific types of interactions, represented by 

signed edges (Figure 1, b). In the simplest case, the interactions 

are categorised as activations and inhibitions, represented as 

positive and negative edges accordingly. GRNs are composed of 

regulatory nodes (source/cause nodes) and regulated nodes 

(target/effect nodes), generally mapped as TF-target gene 

networks. The structure of the network enables the calculation of 

various quantities that capture different features of the network 

topology, and reveal important information on the underlying 

biology of the system. In the following sections, we describe 

some of these features and their biological implication in the 

network structural organisation. We direct the reader to [21–24] 

for a complete overview of the topological analysis of networks, 

whereas a list of the basic parameters and their definition is 

given in Table 1. 
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Table 1: A list of basic network parameters. 

 

Parameter Definition 

n total number of nodes 

m total number of edges 

k degree of a node The number of incoming and outgoing 

edges connected to the node 

z mean degree The average of node degree, calculated 

among all the nodes in the network 

l mean distance  The average shortest path between two 

nodes, calculated among all the nodes in 

the network 

𝜆 scale coefficient The exponent of degree distribution if the 

distribution follows a power law 

r degree correlation 

coefficient 

The Pearson correlation coefficient 

between the degrees found at the two end 

of the same link 

d diameter of the 

network  

The shortest distance between the two 

most distant nodes in the network 

C clustering coefficient The level to which nodes in a graph tend to 

cluster together 

 

Basic Concepts of Networks  
 

First, let’s describe the concept of centrality, as a measure for 

identifying the most important or central nodes in the network. 

Notably, what defines a node as important is relative to the type 

of centrality measure, therefore several nodes can be identified 

as such. Further analysis (such as TF activity estimation) can 

help validate the results.  

 

The basic mathematical presentation of a network, either 

directed or undirected, is the adjacency matrix. By definition, the 

adjacency matrix is a 𝑛 × 𝑛, 𝑛 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑜𝑑𝑒𝑠 matrix, 

whose elements take values 
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 𝐴𝑖𝑗 =  {
1 if there exists an edge between node 𝑖 and node 𝑗
0 otherwise

   (1) 

  

From its definition, it is important to note that in directed 

networks, such as GRNs, the adjacency matrix is not symmetric. 

For example, the adjacency matrices of the small networks in 

Figure 2 (a),(b), are going to be  
 

 
𝐴 =  (

0 1 1 0
0 0 1 0
0
1

1
0

0
1

0
0

) 

 

𝐵 =  (

0 1 1 1
1 0 1 0
1
1

1
0

0
1

1
0

) 

(2) 

Additionally, we notice the binary nature of the adjacency matrix 

(𝐴𝑖𝑗 ∈ {0,1}); however, in many cases, as well as in GRNs, the 

elements of the adjacency matrix can take non-binary values, 

representing the strength or weight of the interaction between 

two nodes. We refer to these networks as weighted networks. For 

example, in a GRN, the weights might indicate the strength of 

the interaction or regulation of a TF on a gene, or the effect that 

a protein might have in regulating the expression of another 

gene. 
 

Notably, the weights are usually positive numbers, but in 

regulatory networks they can also take negative values, 

indicating the type of the interaction. The positive values would 

then denote positive regulation (activation), and the negative 

values would indicate negative regulation (inhibition).  
 

 
 

(a)                               (b)                                 (c) 
 

Figure 2. An example of a regulatory network composed of 4 nodes. (a) 

directed network, (b) undirected network, (c) directed weighted network. 
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Degree Centrality  
 

Given a network, the degree k of a node is defined as the number 

of links connected to it. The term degree centrality is usually 

used to emphasise the usage of the degree as a centrality 

measure. In directed networks, such as GRNs, nodes can have 

both incoming and outgoing edges, therefore we distinguish 

between in-degree (𝑘𝑖𝑛) and out-degree (𝑘𝑜𝑢𝑡) of a node. In 

large networks, the degree distribution 𝑃(𝑘) defined as the 

fraction of nodes having degree k might be highly informative on 

the network organisation, identification of network hubs as 

nodes with particularly high degree, its connectivity, etc.  

Given the definition of the adjacency matrix, the degree of node 

𝑖 can be simply calculated as the sum of the 𝑖𝑡ℎ row in 

undirected networks, or the sum of the 𝑖𝑡ℎ row plus the sum of 

the 𝑖𝑡ℎ column in directed networks.  

 

Eigenvector Centrality  
 

Eigenvector centrality can be defined as an extension of degree 

centrality. In principle, it measures the connectivity of important 

nodes with each other: considering a node connected with 

several neighbouring nodes and their downstream networks, we 

can note that not all the nodes are equivalently significant, and 

the node’s importance is increased either by having many 

connections or by it being connected with other important nodes, 

or both. The eigenvector centrality score is therefore 

proportional to the sum of the centralities of its j neighbouring 

nodes: 

 𝑥𝑖 = ∑ 𝐴𝑖𝑗𝑥𝑗

𝑗

 𝑖 = 1,2, . . . 𝑛 (3) 

 

It can be proven that the limiting vector of centralities is 

proportional to the largest eigenvector 𝜆𝑚𝑎𝑥 of 𝐴𝑖𝑗, from which 

it takes the name [23]. It is important to note that the eigenvector 

centrality scores are all non-negative values, obtained from the 

multiplication of a positively defined matrix with a positively 

defined vector. Careful attention should be paid in the case of 

directed networks, where the asymmetry in the adjacency matrix 
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raises additional questions. The asymmetric nature of 𝐴𝑖𝑗 gives 

two leading eigenvectors, defined as left and right eigenvectors, 

representing the outgoing and the incoming edges respectively. 

Generally, the centrality score is defined from the right 

eigenvector - however, this might affect the calculation of 

eigenvector scores for the other nodes. For example, in the 

network of Figure 2 (a), Node 4 does not have any incoming 

edges, therefore its score is equal to zero. Node 1 however has an 

incoming edge from Node 4 and 2 outgoing edges, but since 

Node 4 has a score equal to zero, from Eq. 4 Node 2 will also 

have a score equal to zero. By following this logic, many nodes 

will be defined by an eigenvector centrality score equal to zero, 

and only the nodes with a large in-degree will be distinguished 

by a non-zero score.  

 

PageRank  
 

From the definition of eigenvector centrality, we see that a node 

with high centrality score increases the centrality of all the nodes 

it points to. Consequently, if a high-centrality node points to 

many other nodes, all the nodes will have a high centrality too, 

and the effect might be distributed throughout the network. To 

avoid this effect, PageRank calculates the centrality of a node as 

proportional to the centrality of its neighbouring nodes, divided 

by their out-degree. In this way, nodes pointing to many other 

nodes have a small contribution to the centrality of the nodes 

they are pointing to. The mathematical formula of PageRank is 

thus written as  

 𝑥𝑖 = 𝛼 ∑ 𝐴𝑖𝑗  
𝑥𝑗

𝑘𝑗
𝑜𝑢𝑡

𝑗

+ 𝛽𝑖,   𝑖 = 1,2, . . . 𝑛 (4) 

where 𝛼 and 𝛽 are positive constants, representing a normalising 

factor and the centrality of the node with zero in-degree 

respectively. Importantly, 𝛽𝑖 enables the zero in-degree nodes to 

have a non-zero centrality, therefore the nodes they point to 

derive some advantage from being pointed to. Eq. 5 however 

raises a problem if 𝑘𝑗
𝑜𝑢𝑡 = 0. In this case, the easier solution is 

to set 𝑘𝑗
𝑜𝑢𝑡 = 1, as the nodes without-degree equal to zero 

should not contribute to the centrality of other nodes.  
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Betweenness Centrality  
 

Comparably from the measures represented above, betweenness 

centrality is a measure of the extent to which a node is located 

on the path connecting other nodes. Therefore, betweenness 

centrality might be an important measure to identify the nodes 

with the highest influence in the network, by quantifying their 

control on the spread of information. Consider, for example, a 

GRN with a perturbation applied on one node. We can think of 

the perturbation being an “information” flow, diffused from node 

to node by cascades of interactions. In the long term, we can 

suppose that the information has reached every node in the 

network, and define the betweenness centrality as the number of 

times a node lies in the information flow path between other 

nodes. Mathematically, letting 𝑙𝑖
𝑗→𝑚 = 1 if node 𝑖 lies in path 

between 𝑗 and 𝑚, and 0 otherwise, the betweenness centrality is 

calculated as 

 𝑥𝑖 = ∑ 𝑙𝑖
𝑗→𝑚

𝑛

𝑗,𝑚,𝑗≠𝑚

 𝑖 = 1,2, . . . 𝑛 (5) 

 

Importantly, contrary to the other measures presented above, 

betweenness centrality is not always an indicator of the 

connectivity of a node. For example, a node connecting two 

clusters of nodes might have a small degree but it is essential for 

transmitting the information from one cluster to another and will 

thus have high betweenness centrality). The interpretation and 

generalisation of betweenness centrality however depends on the 

definition of information flow along the edges and the type of 

the network itself.  

 

We refer the reader to [23] for a broader description of 

betweenness measures.  

 

Computational Tools for Structural Network Analysis  
 

Numerous computational tools for performing structural and 

topological analysis of networks have been developed and are 

available in different programming languages. Here, we mention 

some of them, focusing on the main libraries used for the 
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analysis of biological networks. In Table 2 we list the tools, 

altogether with their features and computational characteristics. 

 
Table 2: A list of network analysis tools and their features. 

 

Tool Language Features 

Cytoscape [25] Java ● Finding a set of 

differentially expressed 

genes 

● Retrieving relevant 

networks from public 

databases 

● Integration and visualisation 

of experimental data 

● Topological network 

analysis 

● Network functional 

enrichment analysis 

● Exporting network 

visualisations 

● Extensions according to a 

long list of available apps, 

including community 

detection, etc. 

igraph 

[26] 

 

Python and R 

packages 

Code written in 

C and C++ 

 

● Creating graphs from 

scratch or generating graphs 

● Setting and retrieving 

attributes 

● Calculating various 

structural properties of 

graphs 

● Querying vertices and edges 

based on attributes 

● Treating a graph as an 

adjacency matrix 

● Plotting and visualisation 

NetworkX 

[27] 

Python 

Code written in 

C, C++, and 

FORTRAN 

● Studying structure and 

dynamics of social, 

biological, and 

infrastructure networks 

● Standard programming 

interface and graph 

implementation that is 

suitable for many 



Immunology and Cancer Biology 

12                                                                                www.videleaf.com 

applications 

● Rapid development 

environment for 

collaborative and 

multidisciplinary projects 

● Optimal for large datasets 

gephi 

[28] 

Java ● Intuition-oriented analysis 

by network manipulations in 

real time  

● Revealing the underlying 

structures of associations 

between objects  

● Representing patterns of 

biological data 

R packages 

Tidygraph ggraph 

network 

visNetwork 

networkD3 

WGCNA 

R ● Node and edge list 

● Creating network objects 

● Centrality measures analysis 

● Graph exploration 

● Network layouts 

● Highlighting aspects of the 

network, specific nodes or 

links 

● Interactive and animated 

network visualisation 

 

Gene Regulatory Network Inference  
 
By definition, the process of building the network structure of a 

biological system through a reverse engineering process is 

referred to as GRN inference, usually describing the use of 

experimental data to predict the causal relationships between 

molecular entities. More precisely, GRN inference involves 

various forms of reasoning and use of evidence from different 

sources, including literature, public repositories of experimental 

data, etc. In this way, the GRN inference approaches can be 

classified in two groups1: (1) bottom-up approach, and (2) top-

                                                        
1
 This classification of approaches is usually used when building 

Boolean models of interacting genes, which we will discuss more in 

detail in section 3.1. In this case the two approaches are used not only 

to infer the causal interactions between genes, but also the Boolean 

formalism governing these interactions.  
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down approach. The first category, also known as knowledge-

driven approach, consists of an extensive literature evaluation 

and the use of biological pathway databases and text-mining 

algorithms to build the functional networks of genes of interest. 

The second category, known as data-driven approach, identifies 

differentially expressed molecular entities from ‘omics-based 

analyses and bioinformatics tools to perform functional 

annotation and biological pathway mapping. Each approach has 

limitations that can result in the omission of important nodes and 

pathways within the biological system of interest. Literature-

based networks may overlook crucial features or require 

choosing between conflicting information. On the other side, 

data-driven approaches can fail to identify differentially 

expressed components depending on experimental design, 

statistical methods, timing, and biological variability. Ideally, a 

hybrid approach that combines knowledge and data-driven 

methods should be employed to construct interaction networks. 

We will discuss more on the current challenges of each approach 

in the following sections. 

 

Inference from Databases 
 

A common approach to build a GRN is to exploit TF-target 

interactions annotated in public databases, which can be of 

different kinds, depending on the type of information they 

contain [29–31]. Some databases will provide information on 

functional interactions, that is evidence that two genes/proteins, 

in this case a TF-target pair, can be related based on a any type 

of link between them, evidenced by gene expression correlation, 

co-evolution of the genes, co-mention in scientific abstracts etc. 

These functional interactions can be found in databases such as 

String [32], Reactome (the functional interaction network [33], 

TRRUST [34] or RegNetwork [35], the latest selecting 

information from around 25 databases. Moreover, there are 

efforts to map more specific TF-target interactions based on 

experimental evidence, either collecting results of CHIP-seq 

experiments, which show in which target gene promoters the 

binding peak of the TF can be found, or also combining these 

experimental results with a crosscheck of the presence of the TF 

binding motif in the peak regions. Among the databases 
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including these interactions we mention ChEA [36] or ReMap 

[37]. Additionally, other databases, generally used when GRN 

inference is performed on single-cell RNAseq datasets, the 

validation of inferred interactions is performed on data on the 

same or similar cell types. Databases providing such information 

include ENCODE [38], ESCAPE [39], or CHIP-Atlas [40].  

 

Inference from Expression Datasets  

 
Based on input data used, data–driven GRN inference methods 

can be categorised in two types: (i) steady state gene expression, 

and (ii) time-series gene expression inference methods. In the 

first category, gene regulatory network (GRN) inference 

typically involves perturbing the system or studying different 

instances to estimate gene expression levels once the system 

reaches equilibrium. In the second category, the input data 

consists of gene expression measurements taken at multiple time 

points following a perturbation, enabling the observation of the 

temporal evolution of expression profiles. As a result, time-series 

inference methods can provide more comprehensive information 

compared to static data, allowing for the inference of gene 

functionalities, interactions, causal relationships, and potential 

clinical implications based on the dynamics of gene expression 

[41]. However, both methods have limitations due to technical 

issues inherent in experimental protocols, such as limited 

sampling time points, cost constraints, difficulties stemming 

from lack of cell-cycle synchronisation, and sparsity of gene 

expression data (in the case of single-cell RNAseq). To address 

these limitations, various computational methods have been 

developed that combine steady-state and time-series approaches. 

Moreover, the emergence of single-cell transcriptomics 

technology has prompted the development of inference methods 

specifically tailored to single-cell data analysis [42].  

 

Problem Definition  
 

Let’s define the dataset as 𝐷𝑆, a matrix with dimensions 𝑁 × 𝑆, 

where 𝑁 is the number of genes and 𝑆 is the number of samples 

in which their expression is measured:  
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 𝐷𝑆 = {𝑿𝟏, 𝑿𝟐, . . . , 𝑿𝑺}  (6) 

 

where 𝑿𝒔, 𝑠 = 1,2, . . . , 𝑆 is a vector of 𝑵 genes with their 

expression for each sample 𝑠. A similar problem definition 

follows in the case of time-series transcriptomics, in which case 

the expression dataset DS is given as a function of expression 

levels at different time points [43]. The main goal of inference 

methods is to assign a weight 𝑤𝑗,𝑖 ≥ 0, 𝑖, 𝑗 = 1,2, . . . , 𝑁 to any 

putative interaction between gene 𝑖 (target) and 𝑗 (source), 

representing a regulatory interaction in the biological system. To 

this purpose, different inference methods use various regression 

tools to model the expression of a gene as a function of its 

regulators. Independent of the method chosen, the goal is to 

reconstruct the GRN that would produce the observed profile of 

expression, in the form of a directed graph, in which each edge is 

associated with its characteristic weight. 

 

Based on the inference model they use, inference methods can be 

grouped into 7 categories, namely (i) mutual information (MI), 

(ii) dynamical Bayesian, (iii) Granger causality, (iv) Boolean, (v) 

ordinary differential equation (ODE), (vi) graphical Gaussian 

and (vii) regression. Importantly, many methods apply a 

combination of different models and approaches in order to 

increase the accuracy to gain more insights from the inferred 

network. We refer the reader to [43] for a mathematical 

description of these inference algorithms based on bulk and 

single-cell RNAseq time-series. 

 

Validation of the inferred network is a crucial step in the GRN 

inference process. It is important to have a validation protocol 

that can assess the quality of each proposed model, enabling the 

selection of the optimal inference procedure from the available 

algorithms. Despite progress in this area, evaluating the 

effectiveness of inference methods remains challenging, 

primarily due to limitations in ground truth or gold standard 

datasets. Existing repositories of experimental data provide 

reference data for only a limited number of interactions, thereby 

restricting validation to a subset of the inferred network. 

Consequently, interactions without reference data are often 

considered non-existent, raising questions about potential biases 
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and the ability to infer novel interactions and regulators. Relying 

solely on prior knowledge for validation may hinder the 

identification of new regulatory pathways within the system 

under investigation, especially when gold standard references 

with high scores are absent or scarce. 

 

Figure 3: General schema of network inference from expression datasets.  

 

Another possibility for network validation comes from using 

simulated data, which can be engineered to include several 

conditions and measurements [9] - yet the extent of coverage of 

the inferred interactions remains limited to small network size. 

Other than validating the inferred network with a gold-standard 

one, another important point in GRN inference is comparison 

between networks obtained by the different inference methods, 

on the same dataset, which can provide an estimate of the 

“robustness” of the inferred network. Additionally, one may 
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perform this benchmark analysis in order to choose the 

algorithm/method that best suits a given dataset. 

 

Quantitatively, the algorithm’s performance can be evaluated as 

for any prediction by two metrics typically used in prediction 

tests: (i) area under precision-recall curve for estimating the 

performance of a certain algorithm, and (ii) area under receiver 

operating characteristics curve for comparing the GRN inferred 

by the algorithm against a gold standard network.  

 

Computational Tools for GRN Inference from Expression 

Data  

 

When performing GRN inference, the scope is to deduce which 

are the key molecular entities, whose interactions determine and 

explain a cell state (phenotype), or a cell type (in differentiation 

processes). Therefore, depending on the type, and amount of data 

available, the focus of GRN inference can be either to build a 

general GRN (i.e., covering all the possible scenarios of cell 

states/types), or a cell-state/type specific GRN (i.e. a specific 

GRN for each of the cell states/types identified during the 

experiment).  

 

Bulk transcriptomics, either steady-state or time-series, come as 

a low cost sequencing solution compared to single-cell RNAseq, 

but comes with limitations, such as providing  only an average 

gene expression level at a given time, estimated from a 

population of cells of different states/types. Nonetheless, this 

type of data can be more adapted when the focus is to build a 

general GRN of cell fate decisions. This evolving field has 

resulted in the development of various algorithms and 

computation approaches, from sparse candidate models, module 

networks, ensembles of networks, and furthermore methods that 

combine prior knowledge and TF activity estimation with data-

driven network inference [30,44].  

 

For some biological processes, like cell differentiation or 

phenotypic reprogramming, a higher resolution of the temporal 

dynamics of gene expression is necessary to identify major 

phenotypic transitions in complex tissues while characterising 
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the phenotypic spectrum of individual cells. In this regard, 

single-cell RNA-sequencing technology enables deeper 

investigation of the molecular interactions and identification of 

novel molecular mechanisms that orchestrate biological 

processes at the single cell level. Computationally, this 

technological revolution has led to the development of several 

algorithms to analyse single-cell RNA-seq, and - as a part of it - 

inference of GRNs. Intuitively, a single-cell resolution of genes’ 

dynamics would lead to an increased accuracy in inferring the 

functional interactions between genes that define the biological 

process. However, due to the limitations in some of the most 

widely available single-cell technologies, the heterogeneity and 

sparsity of single-cell data lead to limitations and challenges for 

GRN inference methods and put reliability of these approaches 

in question.  

 

An important limitation in using single-cell RNA-seq data for 

GRN inference is usually the lack of time-resolved expression 

measurements. Instead, many inference methods exploit the 

multiplicity of RNAseq profiles at one single time point across 

cells as a proxy for temporal evolution of the phenotype, 

assuming ergodicity of this system, as is the case for trajectory 

inference based on pseudo-time ordering of the cells [45]. In this 

process, the pseudo-temporal trajectory is generated by linearly 

ordering the single-cell profiles from a specific time point based 

on their transcriptional similarity, thus enabling the identification 

of gene patterns along the developmental trajectory of 

continuously ordered cells [46]. Subsequently, to extract discrete 

time-points from pseudo-temporal ordering, different techniques 

can be followed: cell cluster time-point assignment (Slingshot 

[47], TSCAN [48] or Palantir [49]), partition of pseudo-temporal 

trajectories into discrete time-points or differential gene 

expression time-point assignment (Monocle [50]). However, it is 

important to note that the temporal representation obtained from 

pseudo-temporal analysis in single-cell lacks the equivalence 

between pseudo-time and real time. In addition, this pseudo-

temporal representation is better suited in developmental 

systems, in which cells undergo differentiation processes 

recognised by the presence of bifurcation points in the pseudo-

temporal trajectory. This is not always the case, in which 
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occasion the trajectory inference may lead to inaccurate results. 

Nonetheless, this representation helps implement the GRN 

inference algorithms in modelling the expression levels at a 

given (pseudo)time-point as a function of gene expression at the 

previous (pseudo)time-point(s). Accordingly, a subset of the 

inference methods require specific information about the pseudo-

temporal ordering of the cells, having a significant difference in 

performance when such information is not available. Other 

methods, like GENIE3 [51], GRNBoost2 [52], or PPCOR [53] 

do not require a temporal ordering of the cells as input and have 

relatively good performance when tested on some published 

curated models [54]. However, the incomplete equivalence 

between bulk gene expression time courses and pseudo-time 

time-series implies that these two types of inference cannot 

always be performed by the same tools.  

 

Several benchmarking papers on the performance of single-cell 

RNA-seq inference methods have been published, facilitating the 

comparison of different inference methods. We refer the reader 

to [12,13,16,55] for an extensive review and comparison of 

single-cell RNA-seq inference methods, [14,54,56] for some 

benchmarking libraries and to [43,57,58] for an algorithmic 

review. For a user, the choice between all the different inference 

methods will depend primarily on the type of data available, the 

methods’ overall performance, the type and amount of 

information they require, and the type of reconstructed network 

they provide.  

 

Some of the inference methods to use for bulk and single-cell 

RNAseq are recapitulated in Table 3. We note that this list is not 

exhaustive and many other methods are mentioned in the 

benchmarking and review references mentioned above. 

 
Table 3: List of some GRN inference methods for bulk and single-cell RNAseq 

datasets.  

 

 Method Source Reference 

Bulk 

transcripto

mics 

ARACNE 

TimeDelay ARACNE 

https://github.com/

califano-

lab/ARACNe-AP 

[59] 
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 Method Source Reference 

Minet CLR, MRNET  [60] 

[61] 

GRENITS https://bioconducto

r.org/packages/rele

ase/bioc/html/GRE

NITS.html 

[62] 

GeneNet https://strimmerlab.

github.io/software/

genenet/ 

[63] 

Inferelator 3.0 https://github.com/

flatironinstitute/inf

erelator 

[64] 

TSNI  [65] 

GENIE3 

dynGENIE3 

https://github.com/

vahuynh/GENIE3 

https://github.com/

vahuynh/dynGENI

E3 

[51] 

[19] 

Jump3 https://github.com/

vahuynh/Jump3 

[58] 

SWING https://github.com/

bagherilab/SWING 

[66] 

CellNet https://github.com/

pcahan1/CellNet 

[67] 

TIGRESS https://github.com/j

pvert/tigress 

[68] 

Single cell 

transcripto

mics 

SINCERITIES https://github.com/

CABSEL/SINCER

ITIES 

[69] 

SCODE https://github.com/

hmatsu1226/SCOD

E 

[15] 

GRISLI https://github.com/ [18] 

https://github.com/flatironinstitute/inferelator
https://github.com/flatironinstitute/inferelator
https://github.com/flatironinstitute/inferelator
https://github.com/vahuynh/GENIE3
https://github.com/vahuynh/GENIE3
https://github.com/vahuynh/dynGENIE3
https://github.com/vahuynh/dynGENIE3
https://github.com/vahuynh/dynGENIE3
https://github.com/vahuynh/Jump3
https://github.com/vahuynh/Jump3
https://github.com/bagherilab/SWING
https://github.com/bagherilab/SWING
https://github.com/pcahan1/CellNet
https://github.com/pcahan1/CellNet
https://github.com/jpvert/tigress
https://github.com/jpvert/tigress
https://github.com/CABSEL/SINCERITIES
https://github.com/CABSEL/SINCERITIES
https://github.com/CABSEL/SINCERITIES
https://github.com/hmatsu1226/SCODE
https://github.com/hmatsu1226/SCODE
https://github.com/hmatsu1226/SCODE
https://github.com/PCAubin/GRISLI
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 Method Source Reference 

PCAubin/GRISLI 

SCENIC https://github.com/

aertslab/SCENIC 

[45] 

WASABI https://github.com/

eliasventre/cardam

om 

[70,71] 

CARDAMON https://github.com/

ulysseherbach/haris

sa 

[72] 

CellOracle https://github.com/

morris-

lab/CellOracle 

[73] 

Pando https://github.com/

quadbiolab/Pando 

[74] 

SCRIBE https://github.com/

cole-trapnell-

lab/Scribe 

[75] 

PAGA - partition-

based graph 

abstraction 

https://github.com/t

heislab/paga 

[76] 

  

It is important to note that, although inferring regulatory 

networks is a trending topic and despite the multitude of 

different algorithms available, data-driven GRN inference 

methods struggle to reach a high performance in real-world 

studies, on both bulk and single-cell RNA-seq data, as reported 

in [42]. Therefore, their application to biologically relevant 

datasets remain limited. Nevertheless, different applications of 

inferring GRNs for novel discoveries in biology have been 

presented in most of the cited works on GRN inference methods, 

including studies on cancer, cell development, and cell fate 

decision. Importantly, combining information from multiple data 

sources to improve predictions is a current challenge in several 

research areas. Several recent papers have addressed this issue, 

including [77,78], where gene expression data are combined with 

https://github.com/PCAubin/GRISLI
https://github.com/aertslab/SCENIC
https://github.com/aertslab/SCENIC
https://github.com/eliasventre/cardamom
https://github.com/eliasventre/cardamom
https://github.com/eliasventre/cardamom
https://github.com/ulysseherbach/harissa
https://github.com/ulysseherbach/harissa
https://github.com/ulysseherbach/harissa
https://github.com/morris-lab/CellOracle
https://github.com/morris-lab/CellOracle
https://github.com/morris-lab/CellOracle
https://github.com/quadbiolab/Pando
https://github.com/quadbiolab/Pando
https://github.com/cole-trapnell-lab/Scribe
https://github.com/cole-trapnell-lab/Scribe
https://github.com/cole-trapnell-lab/Scribe
https://github.com/theislab/paga
https://github.com/theislab/paga
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DNA methylation, copy number variation, or genome-wide 

binding data. As a consequence, many inference methods 

introduced above combine multiple data sources to improve the 

predictions of GRN inference and provide more insightful results 

on the regulatory processes. For example, in SCENIC [45], 

results of a GRN analysis are combined with transcription factor 

binding motif information from RcisTarget to identify a subset 

of high-confidence interactions. In CellOracle [73] and Pando 

[74], single-cell RNAseq time-series is combined with ATACseq 

data. These papers illustrate diverse strategies for integrating 

multiple data sources to enhance predictions and gain a deeper 

understanding of complex biological systems. 

 

In cancer research, special focus has been set onto identifying 

driver genes in cancer progression, and drug resistance. For 

example, in [79] the authors perform GRN inference from time-

series RNAseq in gliomas to build sensitive and resistant 

networks, found to exhibit significant differences with respect to 

network topology, local entropy and gene expression dynamics. 

Based on the node importance score, they developed a 

differential regulatory network-based biomarker model to 

identify the most influential genes in the differential network for 

predicting and controlling drug resistance. Going a step further, 

[80] use time-series of single-cell RNAseq to study epithelial–

to–mesenchymal transition, following a multi-layer network 

approach, and linking the intracellular gene regulation to cell-

cell communications in ovarian cancer cell lines. Other 

applications of GRN inference to cancer research focused on 

identifying putative key regulators and gene modules in PDAC 

disease progression [81], building cancer cell expression 

networks in liver hepatocellular carcinoma and bladder urothelial 

carcinoma (BLCA) [82], analysing the functional components by 

extracting subnetworks and investigating the local landscape of 

prostate cancer genes [83], etc. 

 

Other applications have been focusing on differentiation 

processes, like cell differentiation and development [45,70]. In 

addition, research efforts have been directed towards integration 

of different layers of information in GRN inference. For 

example, in [84] time-series of RNAseq data is combined with 



Immunology and Cancer Biology 

23                                                                                www.videleaf.com 

ATACseq data to derive dynamic gene regulatory networks for 

human myeloid differentiation, specifically promyelocytes 

differentiating into macrophages, neutrophils, monocytes, and 

monocyte-derived macrophages. In Bocci et al [85], single-cell 

transcriptomics is fed with mRNA splicing data to identify the 

key molecular drivers leading to different final states when 

starting from a common initial state during pancreas endocrino-

genesis and epithelial/mesenchymal state transition. In another 

application, Thorne [86] used public time-series datasets from 

recount2 database [87] to infer the GRN of neural progenitor cell 

differentiation. Applying structural analysis on the inferred 

GRN, they identified key genes which were experimentally 

observed to influence neuronal differentiation. In another 

approach, Kamimoto et al [73] used single-cell RNAseq and 

ATACseq datasets to infer cell state-specific GRNs that emerge 

during the differentiation process of fibroblasts. In this way, 

analysing the changes in the GRNs during cell reprogramming or 

development can help understanding how the TF interactions 

regulate and define cell identity. In cell fate decision studies, 

Fleck et al [74] used multi-omics datasets including RNAseq and 

ATACseq combined with transcription factor binding sites 

analysis to infer a GRN describing brain organoid developments, 

leading to the identification of key regulators of cell fate. 

 

Some applications include building molecular disease maps 

[88,89], phenotypic characterization of a cell in a given 

microenvironment [90,91], identifying predictive or prognostic 

biomarkers [92], performing extensive studies on performance of 

the available methods on different datasets/conditions 

[17,93,94], and many more. 

 

Despite the exciting progress in the application of data-driven 

GRN inference methods in biological research, significant 

challenges remain, as discussed in [43]. Gene expression is a 

process determined from different levels of regulation, from 

chromatin to post-translational modifications and signal 

transduction levels, and including all these levels consist of a 

non-trivial computational and conceptual task. In addition, these 

networks are highly context-specific (to a given cell type, tissue, 

condition, and furthermore to each individual), for which, in 
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most of the cases, the GRN is unknown. Another major 

challenge lies in accurately modelling the non-linear dynamics 

and stochastic nature of gene regulation. Similarly, inferring 

causality in gene-gene interactions remains a difficult problem to 

solve due to the observational nature of the data.  

 

Moving forward, a promising direction is the integration of 

multi-omics data, such as combining transcriptomic, proteomic, 

and epigenomic information, for a more comprehensive 

understanding of cellular mechanisms. Transitioning into the 

realm of artificial intelligence, these computational tools are 

progressively enhancing our capacity to interpret intricate 

biological data, especially in the realm of GRNs. 

 

Dynamical Modelling  
 

In addition to the types of analysis represented in the previous 

sessions that one can perform on the inferred GRNs, dynamical 

modelling plays a crucial role in analysing the system’s 

behaviour with temporal resolution and across various 

conditions. For example, having performed GRN inference and 

validation, one can study what is going to be the state (a vector 

of gene expression of the nodes composing the GRN) of the 

GRN after multiple time steps, when starting from a certain 

initial condition (gene expression at the initial time). Dynamical 

modelling of gene regulatory networks is a computational 

approach used in systems biology to study the complex 

interactions between genes and their targets (proteins and RNAs) 

with the primary goal of understanding how these GRNs evolve 

over time in response to various internal/external stimuli, 

predicting their dynamic responses, and gaining insights into the 

underlying biological processes.  

 

Methods for dynamical models of GRNs cover a spectrum of 

approaches as wide as the GRN inference methods do, ranging 

from continuous quantitative ordinary differential equation 

(ODE) models to discrete logic qualitative models). In 

continuous models, the temporal evolution of the state 𝑋𝑖 of gene 

𝑖 (𝑖 = 1,2, . . . , 𝑁) in the network is given by continuous 

mathematical functions of its regulators, such as ODEs, 
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stochastic differential equations, etc. and the regulatory 

interactions between genes are usually modelled as chemical 

reactions, or species interactions in ecological models [95,96]. In 

this way, the temporal evolution of the system is described at the 

level of individual reactions. However, their usage in dynamical 

modelling of GRN remains limited because of the detailed and 

complete mathematical and parametric description they require. 

On the other side of the spectrum, in discrete models, such as 

multivariate logic models [97], Petri nets [98], or Boolean 

models [99,100], a discrete logic of interactions is applied and 

the temporal evolution of expression of each gene is given by a 

discrete (and often logic) function of their regulators (example 

given below). Contrary to continuous models, discrete models 

can be applied with no or considerably fewer parameters and 

fragmented mechanistic description, making them suitable for 

large networks. However, the system behaviour is only described 

(semi)quantitatively. In the following section, we will elaborate 

more in detail on the basic principles of Boolean modelling of 

GRNs.  

 

For a modeller, the type of questions being asked about the 

system, the type of description of the system dynamics available 

(quantitative or qualitative), the type and amount of available 

data, prior knowledge, etc. will all influence the modelling 

approach to use. The basic objective, regardless of the dynamical 

model employed, is to pinpoint the phenotypic alterations that 

occur in a cell in response to medications, specific extracellular 

environmental factors, cellular interactions in the 

microenvironment, or experimental knockout/overexpression. 

According to Shah et al. [101], these phenotypic changes may be 

represented graphically as the system's steady states or attractors, 

which are states (a vector of expression values for each gene) 

that remain constant despite perturbations. A GRN often has 

numerous attractors, each of which represents a potential 

phenotype or state that may be attained given a set of initial 

conditions. In this situation, extra analysis must be done to 

examine the attractors’ stability, biological significance, or their 

classification into biologically interpretable phenotypes. 
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Boolean Model Formalism of Gene Regulatory 

Networks  
 

To study the temporal behaviour of this system, it is necessary to 

associate each gene with a dynamical function, which will 

explain how its state (expression, activity state) will change with 

time, given the types of interactions with its regulators. Boolean 

networks, referring to Boolean modelling of regulatory 

networks, were first introduced by Kauffman [102] and Thomas 

[103] to model the metabolic stability of epigenetics networks, 

displaying a sigmoidal behaviour, which could then be 

approximated to a switch-like behaviour. For example, let us 

consider the production of mRNA of a gene (X) as a function of 

the concentration of a transcription factor (A), usually described 

with a Hill function: 
𝑑𝑋

𝑑𝑡
= 𝑇𝑚𝑎𝑥

[𝐴]𝑛

𝐾𝑛+[𝐴]𝑛 [104,105], where 𝑇𝑚𝑎𝑥 

is the maximal transcription rate, 𝑛 is the Hill exponent, and 𝐾 is 

the concentration of transcription factor at which the synthesis of 

mRNA of 𝑋 is at half maximal rate). If the Hill coefficient is 

high, the synthesis term can be approximated by a Boolean step 

function, [𝑋]  =  0 if [𝐴]  ≤ threshold, and [𝑋]  =  0 if [𝐴]  >
 threshold (Figure 4). 

 
Figure 4: Illustration of the transition between a continuous and a Boolean 

description of a process through which transcription factor A positively 

regulates the mRNA production of gene X. If the Hill coefficient is high, the 

mRNA synthesis can be approximated by a Boolean function, [𝑋]  =  0 if 

[𝑋]  ≤ 0.5, and [𝑋]  =  0 if [𝑋] > 0.5. 
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In this formalism the interactions between the nodes are 

represented by Boolean transition functions (Boolean rules), 

usually expressed via the logic operators: AND and OR for 

positive interactions, and NOT for the negative ones. Special 

care should be put on the choice between AND and OR 

operators, as they indicate a simultaneous synchronisation of the 

expression of the regulators of a certain target gene, or an 

independent regulation of two or more regulators on the target 

gene (see example below). In Boolean modelling time is implicit 

and discrete and each function at a given time point will take as 

input the variables’ expressions at the previous time point. Most 

importantly, as mentioned above, the state of each node in a 

GRN will be characterised by discrete values (1 - expressed or 0 

- not expressed), there will therefore be finite combinations of 

possible states of the system (2𝑁 , 𝑁- number of nodes in the 

GRN) (binary vectors, each element of which representing the 

state of a node in the GRN, for example 𝑠𝑡𝑎𝑡𝑒 {0,0,1}  ≡
{𝐺1 (𝑛𝑜𝑡 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑), 𝐺2 (𝑛𝑜𝑡 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑), 𝐺3 (𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑒𝑑)}). 

As a consequence, the system will eventually fall in one of the 

states it has previously been to, usually referred to as stable 

states, fixed points or attractors. Graphically, the set of all 

system’s states and their possible transitions (defined by the 

Boolean rules) can be represented in the form of a state 

transition graph (special care should be taken to distinguish 

between the GRN and the state transition graph, where nodes are 

not genes but states of the entire system described by vectors of 

0/1 values), in which the fixed-point attractors are usually 

identified by the presence of self-loops.  

 

While the transition functions of a Boolean model specify the 

rules for calculating the future states of the nodes in the GRN 

(usually referred to as update), the order in which the updates are 

performed needs to be specified. In this context, various update 

methods can be implemented, which are broadly classified into 

synchronous and asynchronous. In the synchronous method, the 

states of all nodes in the GRN are updated simultaneously 

considering the state of the system at the previous time step, 

implicitly assuming that the time-scales of all biological events 

in the system are similar and that the state transitions of all the 

different components are synchronised. To avoid this 
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assumption, which is rarely biologically relevant, different 

asynchronous methods were developed to account for timescale 

diversity of biological processes by updating the nodes in an 

asynchronous or probabilistic manner. In this case all nodes are 

updated according to a random sequence or with a given 

probability [106], or one randomly selected node is updated at 

each time step [107,108]. Afterwards, multiple simulations can 

be performed to mitigate the effect of random updates, thus 

considering numerous updating sequences. Most importantly, the 

fixed-point attractors are time-invariant, implying that the same 

fixed points will be obtained independent of the updating 

method. Therefore, choosing between the updating methods will 

depend mostly on the computational question a modeller wants 

to answer, and other aspects, such as the size of the GRN (the 

size of the state transition graph increasing exponentially with 

the number of nodes), the availability of additional information 

regarding the timing of specific interactions in the GRN, the 

interest in following the system’s dynamics before reaching the 

fixed points, etc.  

 

Example: Let’s consider the GRN in Figure 5, (a) as being the 

output of a given inference method, either from following a data-

driven approach or provided from the available public databases. 

We can imagine it as the network illustration of a cell, whose 

behaviour is represented by the interactions of these 3 genes. 

Here, Gene 2 (G2) is positively regulated by Gene 1 (G1) and 

negatively regulated by Gene 3 (G3), thus the state of G2 can be 

a result either of a cooperation of G1 with G3 (AND operator), 

or each of these genes can regulate the expression of G2 

independently (OR operator). In these cases, additional 

experimental or biological information will be necessary to 

determine the Boolean operators to be used.  

 

Let’s write the Boolean functions for each node, as in Figure 5. 

(b). Finding the system’s attractors implies solving the system of 

Boolean equations by considering all the possible combinations 

of the states of the nodes (23 = 8 states) and calculating their 

future states, which can be represented as a truth table. In our 

case, the system displays a single fixed-point attractor (110, 

Figure 5, (c)), in which G1 and G2 are both expressed, and G3 is 
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not expressed. What is the biological meaning of this? Here the 

attractor will represent a phenotype of this virtual cell, or a cell 

state, characterised by the repression of G3.  

 
(a) GRN 

 

(b) Boolean equations2 
 

𝐺1∗ = 𝐺2 
𝐺2∗ = 𝐺1 𝑂𝑅 𝑁𝑂𝑇(𝐺3) 

𝐺3∗ =  𝐺2 𝐴𝑁𝐷 𝑁𝑂𝑇(𝐺1) 

(c) State transition graph 

 

 
Figure 5: A toy example of a Boolean model of a GRN. Starting from a GRN 

(a), the next step consists of building the Boolean equations (b), by taking into 

consideration all the regulatory interactions and their nature (positive or 

negative interactions). Afterwards, the solution of the system of Boolean 

equations can be represented as a state transition graph. The attractors of the 

system can be identified by self-loops (in the case of fixed point attractors), or 

loops involving a subset of nodes (in the case of limit cycles). In this example, 

the system has only one fixed point attractor (110), coloured in green.  

 

It is understandable that, for larger networks, solving the system 

of Boolean equations with the truth table quickly becomes 

challenging and impractical. For this reason, various 

computational tools have been developed to run Boolean models 

of hundreds of nodes (we will discuss more on these methods in 

the following section). 

 

The example given above was intentionally chosen to point out 

that a system can display more than one attractor; in fact, the 

higher 𝑁, the most likely the system can display multistability 

(multiple possible attractors). We can imagine these different 

attractors being various states of a cell (e.g. a differentiating cell, 

a tumour cell entering apoptosis, proliferation, migration, etc.), 

each of which is defined by a combination of gene expression 

levels/states. We will discuss more on analysis of large networks 

and attractor classification in the following section.  

                                                        
2
 In these equations, the asterisk (*) indicates the expression of each 

gene at the next time point (i.e, t+1) as a Boolean function of the 

regulators at the current time point (i.e, t). Note that time is implicit, 

and is not involved as a variable when solving the system of the 

Boolean equations.  
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Beyond identifying the attractors of the system, the Boolean 

model can be further used to simulate internal or external 

perturbations on the states of the nodes, e.g. overexpression (OE 

- a node or a group of nodes forced into state 1) or knock-out 

(KO - a node or a group of nodes forced into state 0), thus 

mimicking the effect of a change in the system’s internal or 

external environment (e.g. the action of a drug, a change in the 

extracellular stimuli, etc.). In this scope, special interest has been 

focused on the opposite analysis: given the possible stable states 

the system can have, identifying which nodes should be 

perturbed (either OE or KO) in order to prevent the system from 

reaching certain states. For example, if we consider the GRN in 

Figure 5, (a) to represent a cancer cell and the fixed point 

attractor to be a proliferative state of the cell, the interest is to 

find which gene or combination of genes should be ONE or KO 

in order to completely repress this attractor. One way to do this 

is to use the prior biological knowledge on the role of each gene 

in the GRN and perform multiple simulations with various 

combinations of perturbations. Alternatively, some 

computational tools have incorporated functions to perform this 

analysis, as we will see in the following chapter.  

 

Boolean Model Inference: Applications  
 

As mentioned in section 2, the same classification of approaches 

applies for Boolean model inference as for GRN inference, I,e. 

using the available evidence to build the Boolean functions 

reflecting the functional regulations between the molecular 

entities in the GRN. In addition to public databases mentioned in 

section 2.1, other databases such as Signor [109], BioModels 

[110], Minerva [111], NaviCell [112], etc. provide curated 

Boolean models, which can be further modified according to the 

system of interest.  

 

In the data-driven approach, similar to using expression data for 

GRN inference, the information in the changes of the genes’ 

expression is also used to infer the Boolean rules that govern 

these changes [113–119], which can then be studied using 

several available tools, integrated in the Consortium for Logical 

Models and Tools (CoLoMoTo) [120].  
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Despite the oversimplified representation of biological events in 

the Boolean formalism, predictions on cancer evolution and 

immuno-oncology, descriptions of signalling pathways activated 

in specific cell types (different tumour types such as bladder 

[121], breast [122], gastric [123], to name a few, but also T cells 

[124,125], macrophages [126,127], etc.), suggestions of patient-

specific treatments [128,129], have flourished over the past 

decades [130]. More recently, patient-specific Boolean models 

have been developed to design targeted therapy strategies for 

patients based on their ‘omics profile [131]. Importantly, these 

intracellular models can be further integrated with other cell 

population models, like agent-based models or metabolic 

models, thus providing a multilevel description of the system 

dynamics, including mechanistic functionalities like cell 

motility, cytokine diffusion, tissue expansion and spatial 

organisation, etc. [132–134]. This combined approach enables 

addressing more complex questions, like drug design, or therapy 

action from the cell to the tissue scale [135–138]. For example, 

in [135] the intracellular Boolean models of cancer cells, stellate 

cells, macrophages, CD4+ and CD8+ T cells were implemented 

into an agent-based model of pancreatic ductal adenocarcinoma, 

thus describing cell type–specific molecular interactions and 

cytokine-mediated cell-cell communications. From model 

simulations, the authors suggest that the autocrine loop involving 

EGF signalling is a key interaction modulator between 

pancreatic cancer and stellate cells, and that reducing bFGF 

secretion by stellate cells will have a positive impact on cancer 

apoptosis.  

 

Conclusions  
 

The applications of GRNs in representation and modelling of 

regulatory systems has reached a mature stage in methodological 

research, with its applications in cancer research expanding and 

gaining popularity. In this chapter, we have endeavoured to 

provide a general overview of the field, emphasising the 

biological motivations behind it and the technological 

advancements in data collection that have boosted its recent 

growth. Additionally, we have presented a high-level perspective 
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on the statistical principles that underlie several widely used 

methodologies for GRN inference. Our main focus has been on 

establishing a foundational understanding, covering broad 

concepts in GRN analysis, inference and dynamical modelling. It 

is important to note that numerous significant contributions in 

developing methods in GRN inference, dynamical modelling and 

structural analysis exist, and we could not cover them all into 

this simplified summary. 

 

Naturally, attempting to cover such a vast and diverse research 

area in a brief chapter is a challenging task. Our intention here is 

to equip the reader with the fundamentals of system biology, and 

its great potential to study diverse biological systems. We have 

endeavoured to make this chapter as self-contained as possible, 

hoping that it will also serve as a valuable introduction for new 

researchers to the field. 

 

The technicalities of GRN inference and modelling of regulatory 

systems are the key motivating forces behind the surge of 

interdisciplinary collaborations. The intersection of 

bioinformatics, molecular biology, clinical research, computer 

science, physics and other disciplines is the core upon which 

these applications are built and expanded. Specialists in 

bioinformatics and artificial intelligence, for instance, are 

continuously developing powerful algorithms for network 

inference. However, these computational platforms should be 

firmly grounded in the rich experimental data provided by 

molecular biologists. Any given computational algorithm's 

outputs need to be decoded and interpreted within the correct 

biological context to bring meaningful insights. This process 

underscores the critical role of effective collaboration with 

biologists and clinicians. By embracing a multidisciplinary 

approach that merges computational methodologies with 

experimental validation, the aim is to unravel the complexity of 

biological systems. Furthermore, this synergistic approach is key 

to translating computational and theoretical findings into clinical 

applications. 
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Abstract  
 

Calcific aortic valve stenosis (CAS) is the most common 

valvular heart disease worldwide, associated with cardiovascular 

morbidity and mortality. This pathology results from fibro-

calcific degeneration of the aortic valve leaflets, causing major 

cardiovascular complications. To date, drug therapies have been 

ineffective in preventing the progression of CAS and aortic valve 

replacement remains the mainstay of management for patients 

with symptomatic CAS. Unfortunately, not all patients are 

eligible for this procedure, which is associated with a greater risk 

of mortality for subjects presenting comorbidities. A better 

understanding of the mechanisms responsible for CAS 

pathogenesis is therefore of crucial importance to develop new 

therapeutic strategies. Inflammation is a key driver of aortic 

valve fibrosis and calcification. Macrophages, which play critical 

roles in the induction and resolution of sterile inflammation, may 

therefore represent interesting therapeutic targets. Once 

infiltrated within the aortic leaflet, these dynamic cells can adopt 

a pro-inflammatory M1 phenotype or switch toward an 

alternatively activated M2 phenotype, resulting in wound healing 

and anti-inflammatory activities. This plasticity complicates the 

efforts to understand their role in the initiation and progression 

of CAS. This book chapter aims to summarize our current 

knowledge regarding the role played by macrophage subsets on 

aortic valve remodelling. 
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Introduction 
 

Calcific aortic valve stenosis (CAS) is the most prevalent 

valvular heart disease worldwide [1]. This pathology is 

characterized by slowly progressive fibro-calcific remodelling of 

the valve leaflets. Over the years, the disease evolves to severe 

valve calcification with impaired leaflet motion and vast blood 

flow obstruction, which leads to ventricular hypertrophy. 

Untreated, symptomatic CAS is associated with a dismal 

prognosis. Aortic valve replacement is the only treatment shown 

to improve survival for selected and eligible patients. Before 

symptoms occur, aortic stenosis is preceded by a silent, latent 

phase characterized by a slow progression at the molecular, 

cellular, and tissue levels. A better understanding of the 

pathophysiology of this latent phase of CAS is needed to develop 

new therapeutic strategies that would slow disease progression. 

 

A growing body of evidence indicates that a close association 

exists between inflammation and CAS and that immune 

signalling, in particular that linked to infiltrated macrophages, 

may be a viable target for therapeutic intervention. Macrophages 

are present in healthy valves as a central component of the 

immune surveillance cell system. Once infiltrated, these dynamic 

cells play critical roles in the induction and resolution of sterile 

inflammation. Macrophages exhibit a considerable degree of 

plasticity depending on signals from the extracellular 

environment. Indeed, they can adopt a pro-inflammatory M1 

phenotype in response to TH1 cytokines and switch toward an 

alternatively activated M2 phenotype when meeting Th2 

cytokines, resulting in wound healing and anti-inflammatory 

activities. Macrophages’ polarization is quickly reversible. 

Indeed, it takes less than 24 hours for macrophages cultured in 

vitro to switch from one phenotype to another in response to 

appropriate cytokines [2]. Infiltration of macrophages is 

enhanced in the human calcified aortic valves [3]. In this context, 

the recent observation that both pro-inflammatory M1 and anti-

inflammatory M2 cytokines are upregulated in samples of 

calcified aortic valves compared with that in non-calcified 

valves, suggests that both M1 and M2 phenotypes may influence 

CAS. This book chapter aims to summarize our current 
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knowledge regarding the role played by macrophage subsets on 

aortic valve remodelling. 

 

Pathophysiology of CAS  
 

The human aortic valve is composed of three thin and flexible 

leaflets. Each leaflet is composed of three layers of extracellular 

matrix, named fibrosa, spongiosa, and ventricularis [4], covered 

by an outer layer of valvular endothelial cells (VECs) (Figure 1). 

The entire structure of each leaflet is less than 1 mm thick. The 

three layers composing the leaflets are principally populated with 

quiescent valvular interstitial cells (qVICs) [5]. The trilaminar 

structure of the leaflets determines the biomechanical properties 

of the aortic valve. Located on the aortic side of the valve, the 

lamina fibrosa is rich in circumferentially oriented type I and 

type III collagen fibrils. This composition helps to maintain 

structural integrity and transfer pressure load to the aortic root. 

The lamina ventricularis, which is located on the ventricular side 

of the leaflet, contains radially aligned collagen and elastin 

fibers. This composition provides more compliance, allowing the 

valve to expand under pressure [6]. The spongiosa, which has a 

high proteoglycan content, is located between the fibrosa and 

ventricularis [7].  

 

During the cardiac cycle, the mechanical stresses applied to the 

aortic valve can disrupt the endothelial layer, allowing the 

infiltration of oxidized lipids (ox-LDL) and immune cells [8,9]. 

Monocytes and lymphocytes are the main cells that adhere and 

infiltrate the sub-endothelium. Once infiltrated, they differentiate 

into macrophages and activated T cells able to release growth 

factors and pro-inflammatory cytokines such as TGF-β, IL-1β, 

IL-6 and TNF-α. In response to TGFβ, qVICs differentiate into 

activated VICs (aVICs), displaying a myofibroblastic phenotype, 

characterized by the expression of α-smooth muscle actin (α-

SMA). The concomitant exposure to pro-inflammatory cytokines 

promotes their proliferation and release of matrix 

metalloproteinases, inducing fibrosis, thickening and increased 

valvular stiffness [9-11]. This phenomenon is generally 

associated with a process of biomineralization during which 

aVICs differentiate toward osteoblast-like phenotype (obVICs). 
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During this process, aVICs downregulate their expression of α-

SMA and acquire the capacity to express key osteogenic markers 

such as alkaline phosphatase (ALP), bone morphogenetic protein 

2 (BMP2), Runt-related transcription factor 2 (RUNX2, a marker 

of terminal osteoblastic differentiation) and osteopontin (OPN) 

[12,13]. Through this phenomenon, they acquire the capacity to 

secrete a bone-like matrix able to calcify. The progressive 

calcification reduces the elasticity of aortic valve leaflets and 

over time narrows the aortic valve opening. Symptoms generally 

occur when the narrowing of the valve is severe. 

 

 
 

Figure 1: Structure and composition of aortic valve leaflets. PGs: 

proteoglycans, qVICs: quiescent valvular interstitial cells, VECs: valvular 

endothelial cells. 

 

Macrophages Plasticity  
 

Once infiltrated within the leaflet, macrophages can acquire 

distinct functional phenotypes as a reaction to specific micro-

environmental stimuli. In response to Th1 cytokines, such as 

interferon-gamma (IFN-γ), they usually take a classically 

activated M1 phenotype. Macrophages with an M1 phenotype 

display cytotoxic and tissue-damaging pro-inflammatory 

functions after the release of pro-inflammatory mediators such as 

IL-1β, IL-6, TNFα or reactive oxygen species. Major markers for 
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the identification of the M1 phenotype are CD11c, CD80, CD86, 

CD64, CD16, CD32 and nitric oxide synthase (iNOS). In 

response to Th2 cytokines (e.g, IL-4 and IL-13) they can adopt 

an alternatively activated M2 phenotype. Macrophages with a 

M2 phenotype display the ability to secrete anti-inflammatory 

cytokines such as IL-1 receptor antagonist (IL1ra), IL-10, 

CCL22 or TGF-β1. Their activity is usually associated with 

wound healing and anti-inflammatory properties [14]. Major 

markers for the identification of the M2 phenotype are CD163 

and CD206. The next chapter provides a summary of the most 

recent experimental data evaluating the influence of M1 and M2 

macrophages on the calcification of the resident cells of the 

aortic valve (Figure 2).  

 

M1 Macrophages and Aortic Valve 

Calcification  
 

Inflammation is a potent driver of aortic valve calcification [15]. 

Indeed, the exposure in vitro to recombinant TNF-α, IL-6, IL-1β 

or IL-8 has been repeatedly reported to favour the osteogenic 

differentiation and calcification of primary human VICs (hVICs) 

[16-20]. These observations have led to a general hypothesis that 

M1 macrophages may promote VIC-to-osteoblast differentiation 

and subsequent valve calcification via paracrine pro-

inflammatory signalling. 

 

Confirming this hypothesis, in 2017 Li et al. reported that 

conditioned medium (CM) from M1 macrophages (M1-CM) 

enhances VICs expression of several osteoblastic markers, 

including BMP2, ALP, and OPN as compared to exposure to 

CM from unpolarised macrophages (M0-CM) [3]. The fact that 

neutralizing antibodies against TNF-α or IL-6 blocked hVICs 

osteogenic differentiation and mineralization, indicated that the 

procalcific effects of M1-CM are mediated, at least in part, by 

TNF-α and IL-6. These data were confirmed in 2020 when Grim 

et al. further described that TNF-α and IL-1β in M1-CM indeed 

deactivate aVIC, as evidenced by a robust reduction of αSMA 

expression and promote their proliferation, while IL-6 in M1-

CM subsequently triggers their differentiation toward obVICs 

able to express RUNX2 and OPN [21]. These data indicate that 
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inflammatory M1 macrophages may be responsible for the 

switch from fibrosis to calcification during aortic valve stenosis 

progression through their ability to drive VICs myofibroblast-to-

osteogenic transition.  

 

Interestingly, M1-polarized macrophages not only communicate 

with VICs through the secretion of cytokines but also by 

releasing extracellular vesicles (EVs). In 2022, Xia et al. 

reported that the internalization of EVs produced by M1 

macrophages (M1-EVs) increased calcium nodule formation and 

expression of osteogenesis-related genes in VICs, including 

RUNX2, BMP2 and OPN, compared with EVs from control 

macrophage [22]. In this study, the expression of α-SMA and 

collagen I in VICs was significantly increased in response to 

M1-EVs, suggesting that M1-EVs promote both the osteogenic 

and fibrotic processes of VICs. The authors identified that 

tsRNA-5006c, a novel type of noncoding RNA cleaved from 

tRNA (tsRNAs), was significantly up-regulated in M1-EVs and 

that its deletion reduced VICs osteogenic and fibrotic markers as 

well as nodule formation, indicating that M1-EVs promote VICs 

mineralization by delivering tsRNA-5006c. In addition, 

incubation of M1-EVs with tsRNA-5006c inhibitor led to a 

significant reduction in the expression of markers of 

autophagy/mitophagy activation, suggesting that the enhanced 

osteogenic differentiation capacity of M1-EVs tsRNA-5006c 

may be linked to autophagy/mitophagy. The data are in line with 

previous studies showing that excessive mitophagy/autophagy 

exacerbates CAS progression [23].  

 

In 2016, Li et al reported that M1-polarization in CAS correlates 

with the upregulation of miR-214, a miRNA which expression is 

essential for M1-directed polarization [24]. Upregulation of miR-

214 in aortic valve samples is generally associated with 

decreased expression of its target gene TWIST-1, a transcription 

factor that prevents hVICs osteoblastic differentiation by 

functionally antagonizing RUNX2 [25]. From this observation, 

Li et al. hypothesized that the release of miR-214 by 

macrophages may promote CAS development. They confirmed 

that the co-culture with M1 macrophages or M1-EVs decreased 

TWIST-1 expression in VICs and favoured their osteogenic 
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transition as evidenced by the elevation of ALP activity. In line 

with these data, TWIST1 expression was higher, while ALP 

activity was lower, in VICs exposed to EVs from miR-214-

silenced M1 macrophages compared to those exposed to M1-

EVs. These effects were abrogated in VICs silenced for 

TWIST1. Intravenous injections of a miR-214 inhibitor in 

hypercholesterolemic apoE-/- mice upregulated valvular 

TWIST-1 expression and reduced aortic valve calcification. 

These findings suggest that M1 macrophages’ EVs can promote 

aortic valve calcification by delivering miR-214 to VICs. 

 

It is interesting to note that physical interactions between 

macrophages and VICs promote the calcification process 

induced by macrophages’ procalcific secretions [26]. Indeed, in a 

study published in 2020, Raddatz and colleagues showed that the 

direct co-culture with macrophages promoted VICs osteogenic 

transition (evidenced by the elevation of RUNX2 expression) as 

compared to a co-culture in transwell systems (no physical 

contact). In this study, the physical contact of macrophages with 

VICs was associated with a marked decrease in VICs expression 

of STAT3β, an alternative splice product of the STAT3 gene, 

displaying the ability to bind and inhibit RUNX2 activity [27]. 

Interestingly, treatment of VICs monoculture with an inhibitor of 

STAT3 phosphorylation increased RUNX2 transcription, 

suggesting that STAT3 mediates the connection between 

macrophage-secreted factors and RUNX2 expression. In line 

with these data, in calcified regions of diseased aortic valves, the 

elevation of RUNX2 expression negatively correlated with that 

of STAT3β. Further investigation of STAT3 and macrophage-

driven inflammation as therapeutic targets in CAS is warranted.  

 

M2 macrophages and aortic valve calcification  
 

In 2023, Wu et al. reported that the exposure of qVICs to CM 

from M2 macrophages (M2-CM) promotes their differentiation 

toward myofibroblasts (aVICs) as evidenced by the elevation α-

SMA expression but has no impact on VICs RUNX2 expression 

[28]. This observation suggests that although M2 macrophages 

secretions may promote myofibroblast activation, they may not 

directly contribute to osteogenesis induction. In line with these 
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data, areas staining positive for the M2 marker CD163 correlated 

with α-SMA expression in histological samples of CAS.  

 

M2 macrophages are known to facilitate the resolution of 

inflammation and tissue reconstruction via secreting IL-10 and 

TGF-β [29,30]. Aortic valve inflammation and degeneration 

negatively correlate with plasma levels of IL-10 [31] and single 

nucleotide polymorphisms (SNPs) of IL-10 associated with 

CAS. Interestingly, cusps from CAS patients also contain higher 

levels of TGF-β1 than noncalcified normal cusps [32]. 

Transforming growth factor-β is a well-known fibrosis 

stimulative factor involved in tissue-repairing processes and 

immune homeostasis regulation [33]. In vitro, the exposure to 

recombinant TGF-β promotes qVICs differentiation toward 

myofibroblastic aVICs [34]. The addition of TGF-β1 to primary 

VICs also promotes VICs mobility, aggregation, formation of 

nodules enriched in ALP, and subsequent mineralization of these 

nodules [32]. In this model, blockade of TGF-β1-induced 

apoptosis with a caspase inhibitor significantly inhibits the 

calcification but has no effect on nodule formation. By contrast, 

the exposure to an actin-depolymerizing agent named 

cytochalasin D inhibits nodule formation but has no impact on 

calcification. Together these data indicate that strategies aiming 

at blocking M2-derived TGF-β activity may protect the valve 

from fibro-calcic remodelling. 

 

In 2016, Villa-Bellosta and colleagues elegantly demonstrated 

that macrophages polarized in vitro toward a M2 phenotype are 

better able to trigger the synthesis of pyrophosphate (PPi) than 

M1 macrophages [2]. PPi is a calcification inhibitor that is 

produced after adenosine triphosphate (ATP) hydrolysis by 

ectoenzyme nucleotide pyrophosphatase/phosphodiesterase-1 

(eNPP1) and is then degraded to Pi by tissue non-specific 

alkaline phosphatase. In Villa-Bellosta et al.’s study, 

alternatively activated M2 macrophages increased extracellular 

PPi levels in vitro through increased ATP release and eNPP1 

overexpression. If this effect was shown to protect vascular 

smooth muscle cells cultured in the presence of M2 macrophages 

from calcification, its impact on VICs calcification remains to be 

demonstrated.  
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Figure 2: Dualistic role of macrophages in aortic valve calcification: A 

schematic representation. ALP: alkaline phosphatase, aVICs: activated VICs, 

α-SMA: α-smooth muscle actin, BMP2: bone morphogenetic protein 2, EVs: 

extracellular vesicles, IL-1β: interleukin 1β, IL-6: interleukin 6, IL-10: 

interleukin 10, M1 MФ: classically-activated M1 macrophages, M2 MФ: 

alternatively-activated M2 macrophages, obVICs: osteogenic VICs, OPN: 

osteopontin, PPi: pyrophosphate, qVICs: quiescent VICs, RUNX2: Runt-

related transcription factor 2, TGF-β: transforming growth factor β, TNF-α: 

tumor necrosis factor α. 

 

Targeting the M1/M2 Balance to prevent CAS  
 

Over the last decade, our understanding of 

monocytes/macrophages’s roles in CAS has improved 

considerably. In this regard, the therapeutic potential of 

approaches targeting macrophage recruitment and polarization to 

prevent the onset or progression of CAS is now being explored. 

Data from in vitro and ex vivo experiments have already 

identified several promising therapeutic targets, such as AFAP1-

AS1 [35] and NLR family pyrin domain-containing 3 (NLRP3) 

[36]. 
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AFAP1-AS1 is a long non-coding RNA (lncRNA) which 

overexpression in macrophages promotes the M1 but inhibits the 

M2 polarization [35]. In vitro, exposure to CM from AFAP1-

AS1-overexpressing macrophages, which display a M1-like 

phenotype, promotes VICs osteogenic transition and 

calcification. By contrast, exposure to conditioned medium from 

AFAP1-AS1-depleted macrophages, which display a M2-like 

phenotype, inhibits VICs osteogenic differentiation and 

calcification. Future studies should determine whether targeting 

AFAP1-AS1 is a feasible strategy to reduce CAS. 

 

The pro-inflammatory NLRP3 inflammasome pathway is 

activated in circulating monocytes of CAS patients [37]. In ApoE 
−/− mice fed a high-fat diet, inhibition of NLRP3 activity thanks 

to an intraperitoneal injection of 2.5 mg/kg/day of the NLRP3 

inhibitor CY-09 prevented the shift of macrophages towards the 

M1 phenotype, downregulated the levels of the pro-

inflammatory factors IL-6 and TNF-α and reduced aortic valve 

calcification [36]. This study offers a proof-of-concept that 

pharmacological inhibition of the NLRP3 inflammasome is a 

feasible strategy for modulating macrophage polarization in 

order to alleviate CAS. 

 

Conclusion  
 

Over the last decade, it became clear that the diversity of 

macrophage subtypes complicates our understanding of the 

pathogenesis of CAS, a disorder for which effective treatments 

are still lacking. M1 macrophages’ secretion of pro-

inflammatory cytokines favours the onset and progression of 

both fibrosis and calcification, while the capacity of M2 

macrophages to resolve inflammation may help to prevent CAS. 

These observations, together with the epidemiological data 

linking CAS to systemic inflammation, suggest that targeting 

inflammation may help to slow down CAS progression. 

However, despite the widespread use of biologicals targeting 

inflammatory cytokines for a variety of inflammatory conditions, 

there is yet no information available on these drugs on CAS in 

humans. In this regard, observational studies of CAS in patients 

treated with biologicals targeting inflammation for other reasons 
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may provide valuable information that may help to design an 

adequately powered concept clinical trial with CAS as a primary 

endpoint. For instance, it is estimated that over 2 million patients 

suffering from rheumatoid arthritis are treated every year with 

biologicals targeting TNF-α, and additional patients receive 

biologicals targeting IL-1β, and IL-6. The age range of these 

patients at initiation of therapy may allow studying the impact on 

CAS. 

 

In recent years, an increasing number of experimental studies 

evaluated the therapeutic potential of approaches targeting 

macrophages recruitment and polarization to prevent the onset or 

progression of CAS. Data from these studies identified AFAP1-

AS1 and NLRP3 as potential therapeutic targets able to reduce 

the pro-calcific M1 polarization. In this context, it is interesting 

to note that according to the most recent literature M2 

macrophages may display dualistic actions on CAS. On the one 

hand, they may promote the fibrocalcic remodelling of the aortic 

valve by secreting high level of TGF-β, while on the other hand, 

their capacity to secrete high levels of IL-10 and PPi may help to 

prevent CAS. Therefore, to date, it is not clear whether 

increasing the M2 polarization should be a goal to achieve. 

Further studies are warranted to evaluate this aspect. 
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Abstract  
 

Skin cancer, the most common form of malignancy globally, 

encompasses different types such as basal cell carcinoma, 

squamous cell carcinoma, and melanoma. These cancers exhibit 

unique biological behaviors and metabolic demands, 

necessitating a deeper understanding of their metabolic 

reprogramming to develop effective therapies. Metabolic 

reprogramming in cancer cells involves a shift from oxidative 

phosphorylation to aerobic glycolysis, known as the Warburg 

effect. However, recent studies have demonstrated that metabolic 

reprograming can also be distinguished by a shift to the oxidative 

phosphorylation pathway. In skin cancer, the metabolic 
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landscape is further complicated by the interplay of UV 

radiation-induced DNA damage, inflammation, and the tumor 

microenvironment. Recent research has highlighted potential 

therapeutic targets within these reprogrammed metabolic 

pathways. Understanding the intricate relationship between 

metabolic reprogramming and skin cancer progression is crucial 

for developing innovative treatments. In this review, we provide 

a comprehensive overview of the link between skin cancer and 

metabolic reprogramming, emphasizing the potential for novel 

therapeutic strategies based on these insights. 
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Skin Cancer; Metabolism; Metabolic Reprogramming; Cancer 
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Introduction  
 

Skin cancer is one of the most common cancer types in humans, 

affecting millions worldwide, particularly in the United States. 

The incidence of common skin cancers, including melanoma, 

cutaneous basal cell carcinoma (cBCC) and cutaneous squamous 

cell carcinoma (cSCC), is increasing each year, posing 

significant global health concern [1]. Non-melanoma skin cancer 

(NMSC), encompassing cSCC and cBCC and also referred to as 

keratinocyte carcinomas, constitutes approximately 95% of all 

skin cancer cases. Notably, cBCC alone makes up 80% of 

NMSC, rendering it the most prevalent cutaneous malignancy 

[2]. Additionally, rare skin cancers like Merkel cell carcinomas, 

adnexal carcinomas of the skin, and skin sarcomas are classified 

under NMSC [3]. On the other hand, melanomas account for the 

remaining 5%, despite being the most lethal form of skin cancer 

and responsible for the majority of mortality cases [4]. Apart 

from the genetic factors, that are the main starting point for the 

formation of cancer, UV light is directly related to skin cancer. 

Despite being a crucial risk factor affecting skin cancer, UV 

exposure is a modifiable factor [5]. In that respect, prevention in 

this type of cancer is highly featured, and highlights the 

importance of sun prevention by minimizing sun exposure, use 

of sunscreen, wear UV-protective clothing and many more [6]. 



Immunology and Cancer Biology 

3                                                                                www.videleaf.com 

Skin cancer treatment include localized therapies such as surgery 

and radiation, and systemic therapies like chemotherapies. 

Evolution in targeted therapies help in overcoming chemo-

resistance and the cytotoxic effect of the chemotherapy, while 

this latter become less frequently used. Early detections, and the 

development of potential biomarkers will lead to a better 

outcome in cancer treatment, taking into consideration the 

genetic and molecular modifications in cancer cells [7]. 

Generally, in cancer, genetic modifications cluster a large 

landscape of mutations, that are still undefined; specifically, in 

skin cancer, cells have from 5 to 15% times higher modification 

rate than those found is non-cutaneous cancer cells, caused by 

UV exposure [8]. Recently, several studies have highlighted the 

key role of energy metabolism in skin cancer initiation and 

progression. Mitochondrial functions are essential for cancer 

cells, and different types of cancer undergo different 

bioenergetic alterations [9]. In this chapter, we will highlight the 

different metabolic modifications in the different types of skin 

cancer, and how they can serve as potential biomarkers for 

diagnosis and treatment.  

 

Overview of Metabolic Modifications in Cancer  
 

The metabolism of cancer cells has been a focal point of research 

and continues to be extensively studied to this day. Nearly a 

century ago, Otto Warburg was the first to identify the 

phenomenon of "aerobic glycolysis" in cancer cells, wherein 

cells produce excessive lactate even in the presence of oxygen 

[10,11]. Cancer cells employ various strategies to meet their 

energy demands. For instance, while some cancer cells exhibit 

enhanced glycolysis and impaired oxidative phosphorylation 

(OXPHOS), others display distinct profiles by upregulating 

OXPHOS components for their anabolism and energy 

production [12,13]. This latter profile has been found in 

metastasis and certain subclasses of diffuse B cell lymphomas 

and lung adenocarcinoma [14-16]. Ultimately, the main 

objective of metabolic reprogramming in cancer cells is to 

sustain anabolism and ensure efficient energy provision to fuel 

cell proliferation [17]. 
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Several factors are able to affect the energy metabolism in cancer 

cells, with mitochondria playing a central role in orchestrating 

the chemical reactions necessary to meet the cells' energy 

demands. Consequently, any alterations in mitochondrial 

enzymes can profoundly impact the energy metabolism of cancer 

cells. The following mechanisms have been identified thus far to 

explain the metabolic alterations in cancer cells: somatic 

mutations in mitochondrial DNA (mtDNA), increased oxidative 

stress, adaptation to chronic environmental hypoxia, and 

activation of oncogenes or inactivation of tumor suppressors that 

influence metabolic shifts (e.g., TP53, HIF-1α, c-MYC, and 

PI3K).  

 

Studies have revealed that several cancers exhibit inherent 

reductions in mitochondrial function, often attributed to 

mutations in mitochondrial DNA (mtDNA). Indeed, mtDNA 

possesses a high mutation rate, attributed to factors such as 

damage accumulation during replication and oxidative stress. 

Furthermore, certain nuclear genome-encoded mitochondrial 

enzymes, such as succinate dehydrogenase (SDH) and fumarate 

hydratase (FH), have been identified as tumor suppressors [18]. 

Therefore, mutations in both mtDNA and nuclear-encoded 

mitochondrial enzymes contribute to the etiology of cancer [19].  

 

Oxidative stress, besides its mutagenic effect on mtDNA, 

directly influences cellular energy metabolism by either 

activating or inactivating specific metabolic enzymes. Elevated 

levels of reactive oxygen species (ROS) trigger the activation of 

proteins, such as HIF-1α, AKT, and oncogenes RAS, SRC, and 

MYC, which, in turn, regulate the expression of enzymes 

involved in glycolysis. Additionally, ROS induce oxidation and 

inactivation of protein tyrosine phosphatases like phosphatase 

and tensin homolog (PTEN) [20]. Furthermore, various signaling 

pathways are activated in response to oxidative stress to mitigate 

the effects of elevated ROS. The elevated ROS levels activate K-

Ras, B-Raf, and Myc, which subsequently promote the basal 

NRF2 (Nuclear factor erythroid 2-related factor 2) antioxidant 

program. This program regulates NRF2 at the transcriptional 

level [21]. 
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Another mechanism through which metabolic rewiring occurs in 

cancer cells is hypoxia. The hyperplastic growth in tumors 

induces significant hypoxia, which in turn compels cells to rely 

on glycolysis through the stabilization of the hypoxia-inducible 

transcription factor HIF-1α [22]. This metabolic adaptation to 

hypoxia leads to acidification of the tumor environment, 

resulting in low extracellular pH and a neutral to alkaline 

intracellular pH (pHi) [23]. Enhanced activity of pHi-regulating 

systems serves as a beneficial adaptation for cancer cells, 

promoting cell survival and invasion [24]. 

 

Activation of oncogenes and/or inactivation of tumor suppressor 

genes have a huge impact on the cellular energy metabolism 

[25]. The activation of c-MYC, PI3K, AKT, and HIF, or the loss 

of p53, are among the most commonly observed alterations in 

human cancers. c-MYC is a proto-oncogene that stimulate the 

transcription of PDK1 and LDH, consequently it positively 

modulates the glycolysis pathway [25]. HIF-1α is responsible for 

the transcription of GLUT-1, HK-2, LDH and PDK-1. The 

expression of PDK1 leads to the inactivation of PDH, therefore 

to a decreased conversion of pyruvate to acetyl-coA and 

eventually the reduction of the OXPHOS pathway [25]. The 

deregulation of the PI3K pathway in cancer, occurs through 

various mechanisms, including activating mutations in AKT and 

mTOR and the loss of PTEN. The deregulation of the PI3K 

pathway causes alteration in metabolic pathways through various 

mechanisms [26]. TP53, a tumor suppressor gene, is mutated in 

the majority of human cancers, affecting energy metabolism at 

various levels. For example, TIGAR (TP53-induced glycolysis 

and apoptosis regulator) is an enzyme induced by p53, which 

reduces the activity of PFK-1, thereby inhibiting glycolysis. 

Conversely, loss of TP53 leads to the opposite effect [27]. 

 

Overview of Metabolic Modifications in Skin 

Cancers  
Metabolic Modifications in Melanoma  
 

Melanoma, deriving from melanocytes, is the most aggressive 

type of skin cancer. Several genes mutations are reported in 

melanomas: N-RAS, BRAF, PTEN, MEK1, KIT, CTNNB1, 
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GNA11, GNAQ, etc... (http://www.mycancergenome.org/ 

content/disease/melanoma/)[28,29]. 

 

Mutations in BRAF oncogenes are usually detected in early 

stages and in approximately ~50% of cutaneous melanoma [30]. 

It leads to the activation of BRAF protein kinase. This latter 

phosphorylates MEK1/2 to finally activate the MAPK/ERK 

pathway, which in turn promote the expression of HIF1. Also, 

BRAF mutations are responsible for the upregulation of GLUT1. 

These findings explain why melanomas manifest increased 

glucose uptake and enhanced glycolytic rate [31]. On the other 

hand, BRAF mutations inhibits MITF and PGC-1, and 

consequently leads to the inhibition of OXPHOS [32]. 

Contrariwise, treating BRAF-mutated melanoma with BRAF 

inhibitors will render them dependent on OXPHOS [33].  

 

N-RAS mutations exist in approximately ~13-25% of skin 

melanoma [28] and was from the first oncogenes identified in 

melanoma skin cancer. It has been demonstrated that melanoma 

harboring N-RAS activating mutations have either activated 

MAPK or PI3K pathway [34].  PI3K/AKT/mTOR activation is 

also associated with an increased glycolysis through the 

expression of GLUT1, PFKFB2, PGC-1, PEPCK, TIGAR, 

MnSOD and HIF-1 [35-37]. However, a small group of 

melanoma with mutation in BRAF and N-RAS exhibit an 

increase OXPHOS due an activation of MITF/PGC1 pathway 

[38].  

 

PTEN is a tumor suppressor gene detected in approximately 

~19% of skin melanoma. Melanoma cancer cells with PTEN 

mutation express high levels of OXPHOS and low levels of 

glycolysis. This status could take place either through expression 

of PGC1, or instability of PFKFB [29,39]. 

 

Studying the mtDNA variability in melanoma, research has 

shown that D-loop mtDNA instability was widely found in 

numerous melanoma cells, on the contradictory to the point 

mutations that were rarely found in malignant melanoma [40-

42]. Nonetheless, mtDNA D-loop alteration and 4977 bp 
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deletions were detected in blood samples of melanoma patients 

[42,43]. 

 

Metabolic Modifications in cBCC  
 

Cutaneous BCC is a type of the NMSCs that originate from the 

deepest part of the epidermis, in particular from the basal 

keratinocytes. cBCC is highly curable and treatment could vary 

from a simple topical treatment to radiation and excisional 

surgeries for more severe cases [44].  

 

Aberrant activation of hedgehog (Hh) signaling is a 

pathognomonic feature of cBCC and has been reported in 

approximately ~90% [45]. The hedgehog signaling pathway is 

essential for transmitting information to embryonic cells for a 

proper cell differentiation, whilst in adults malfunction in this 

pathway plays an essential role in tumorigenesis in addition to 

other disorders [46]. Mutations in this pathway regroup 

activating mutations of SMO and inactivating mutations of 

tumor suppressor gene PTCH [47]. The Gli family of 

transcription factors is responsible for the transcription of 

hedgehog targeted genes, and it activated by SMO; while PTCH 

possess an inhibitory effect on SMO [48]. Presently, it has been 

confirmed that hedgehog pathway has an impact on the energy 

metabolism of the cell. It has been demonstrated that 

accumulation of Gli promotes HIF-1 expression, which in turn 

promotes glycolysis [49]. SMO activity can be influenced by 

intracellular lipids such as PI4P [50]. Moreover, intracellular and 

extracellular sterols have impact on SMO activity, and can react 

to sterol-sensing domain of PTCH [51]. In the same line, it has 

been demonstrated that treating cells with SMO smoothened 

agonist (SAG) induces Warburg-like metabolic reprogramming 

by modulating PDHA1, AMPK and PKM1/2 [52].  

 

Among the genetic alterations of cBCC is the TP53 gene 

mutations, which has been reported in approximately ~60% of 

BCC [53]. As we mentioned before, TP53 is proved to alter 

energy metabolism even though there’s no concrete evidence of 

it reprogramming metabolism in cBCC. TP53 enhances 

OXPHOS and inhibits glycolysis through several mechanisms. It 
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is responsible for the activation of several proteins such as 

SCO2, COX1, COX2 and p52R2 [54-56]. On the other hand, 

TP53 is able to down-regulate the transcriptional expression of 

GLUT1, GLUT4, and GLUT3 through the inhibition of IKK, 

which in turn leads to the reduction of glycolysis [57,58]. TP53 

also influences glucose flux by regulating PGM and TIGAR, a 

protein that regulates fructose 2,6-biphosphate levels and 

glycolytic rate [59-61].  

 

A smaller number of cBCC were identified for mutations in 

members of the RAS genes [62]. The RAS GTPase family, 

gathering H-RAS, N-RAS and K-RAS, is oncogenic and 

commonly activated in human cancers. While concrete data 

regarding the role of RAS in the metabolic reprogramming of 

cBCC is lacking, there is emerging evidence, suggesting that 

RAS could potentially impact cancer cell metabolism more 

broadly. Zheng et al. have demonstrated that H-RAS mutations 

lead to an increased glycolytic metabolism. In this state, an 

increased expression of glycolytic enzymes take place including 

PGK-1, PKM-1, LDH-A and PDK-1. On the other hand, a 

reduction in the Krebs cycle has been demonstrated through a 

decrease activity of PDH and mitochondrial complex 1 [63]. 

Additionally, oncogenic mutation of K-RAS was demonstrated 

to induce glycolysis through upregulation of GLUT1, HK-1, 

HK-2, PFK-1 and LDH-A [64,65]. Also, it was found to affect 

glutamine metabolism [66], and glycolysis rate through the 

activation of the non-oxidative arm of the pentose phosphate 

pathway (PPP) to promote the production of nucleotides [67].  

 

Metabolic Modifications in cSCC  
 

Cutaneous SCC derives from keratinocytes cells of the epidermis 

and can metastases to distant regions from the origin [2]. 

Different mutated genes have been identified in cSCC including 

mostly CDKN2A, TP53 and H-RAS [68,69]. As it was 

mentioned before, TP53 and H-RAS surely have a huge effect on 

the energy metabolism in cells despite of our limited 

understanding of the metabolic reprogramming in this type of 

skin cancer. However, several lines of proof propose a 



Immunology and Cancer Biology 

9                                                                                www.videleaf.com 

substantial role of metabolism in cSCC initiation and 

progression.  

 

CDKN2A gene, that provide instruction for making several 

proteins, encodes for p16INK4a and p14ARF tumor suppressor 

genes. Studies showed that p16INK4a positively regulates cyclin 

D1-CDK4 which inhibits PGC-1 and suppress gluconeogenesis 

[70]. Furthermore, p16INK4a deficiency causes phosphorylation of 

PKA leading to the activation of PKA-CREB-PGC1 pathway. 

The consequence of this process is stimulation of the expression 

of genes involved in gluconeogenesis [71].  

 

UV exposure, in addition of being a curious risk factor in cSCC, 

affect mtDNA integrity. This latter is shown to affect cell 

invasion and tumor progression [72,73]. UV-radiation was 

proved to affect D-loop mtDNA in a 260 bp mtDNA tandem 

duplication and mtDNA deletions specially 4977 bp and 3895 bp 

deletion in a study performed on sun-exposed skin and NMSCs 

[74-77]. Being useful biomarkers for photoaging and skin 

cancers, mtDNA mutations are able to affect energy metabolism 

as its common deletions affect regions encoding for ATPase8, 

ATPase6, COXIII, ND3, ND4, ND4L and ND5 [78].  

 

DNA damage response (DDR) pathway promotes altered energy 

metabolism. DDR network is induced by DNA damage, like that 

resulting from UV radiations, and refers to the process by which 

the cell maintains the integrity of the genome after a damage. 

This pathway comprises DNA repair and cell-cycle checkpoint 

pathways to finally define cell fate [79].  A failure in this 

response is associated with cancer development. Recently, a link 

between genomic mutations and metabolic alterations in 

keratinocyte cells was explored. From the variety of proteins 

belonging to the DDR network, we studied the role of xeroderma 

pigmentosum type C (XPC) protein on metabolic 

reprogramming in human keratinocytes. XPC plays an important 

role in recognition of DNA damage in nucleotide excision repair. 

XP-C patients have higher incidence of skin cancer and other 

malignancies [80]. In this study, we showed that silencing of 

XPC resulted in the activation of AKT1 and NADPH oxidase-1 

(NOX1), accumulation of ROS and specific deletions in mtDNA 
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[81]. Nonetheless, XPC knockdown in human keratinocytes 

escalated glycolysis with a reduction in OXPHOS. Implanted 

into immunodeficient mice, XPC-deficient cells with mtDNA 

deletions were capable of forming SCC. However, inactivation 

of AKT or NOX in these cells blocked neoplastic transformation 

[82]. In another study, using a multistage model of UVB-induced 

skin cancer, we discovered that cSCC formation is conditional to 

a certain cellular energy metabolism, that once rewired cancer 

formation will be inhibited [83-85]. It was demonstrated that at a 

very early stage of photo-carcinogenesis glycolysis, TCA cycle 

and fatty acid -oxidation were decreased, while the distal part 

of the electron transport chain (ETC) were upregulated. These 

specific metabolic modifications that precede primary skin tumor 

formation, were accompanied with activated DHODH and 

glutamine metabolism. DHODH activity is essential for 

maintaining an increased ETC activity. Mice with decreased 

DHODH activity or impaired ETC failed to develop pre-

malignant or malignant lesions, concluding that DHODH create 

a major link between DNA repair efficiency and bioenergetic 

pattering during skin carcinogenesis [83,84].  

 

Energy Metabolism in Skin Cancer Therapy  
 

Profiling cellular energy metabolism in cancer is beneficial for 

prognosis and diagnosis. As it has been demonstrated, metabolic 

status is substantial in carcinogenesis, and certainly every cancer 

cell has altered energy metabolism. In fact, disorders related to 

cellular metabolism, such as obesity, hyperglycemia, 

hyperlipidemia and insulin resistance, are associated to an 

increased risk of developing several types of cancer, increased 

tumor progression and poor clinical outcome [86,87]. However, 

metformin (medication used principally for the treatment of type 

2 diabetes) and statins (lipid-lowering medication) are associated 

with reduced incidence of cancer in patients receiving any of 

these drugs [88]. In addition, genomic alteration and cellular 

energy metabolism, affecting each other, communicate and 

influence carcinogenesis and tumor progression. As noted, 

mutations in oncogenes and tumor suppressor genes influence 

metabolic reprogramming in cancer [25,27,89]. As well, a 

continuous presence of a oncogene can stimulate a cancer cell to 
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shift from highly glycolytic to highly oxidative metabolism 

during tumor development [90]. Owing to the fact that UV-

induced genomic alteration alone cannot account for the origin 

of cancer, as we recently demonstrated in the XPC knockout 

normal human keratinocytes and Tfam knockout keratinocytes, 

we can assure that the role of mitochondria and metabolic status 

is pivotal in skin carcinogenesis and further used for preventative 

and curative objectives [81,83]. However, the lack of evidence 

that support the role of energy metabolism in the initiation and 

progression of cancer drive us to do further research to 

understand the bioenergetic profiling in cancer and how it can be 

useful in treatment and prevention. While studying a multi-stage 

model of UVB-induced skin cancer, we found that leflunomide, 

which is an FDA-approved inhibitor of DHODH, completely 

inhibited the UVB-induced pre-malignant and malignant lesions, 

suggesting the importance of early modifications of energy 

metabolism in the initiation on cSCC {Formatting Citation}. 

Accordingly, targeting energy metabolism could be reasonably 

anticipated as anti-cancer strategy. Likewise, activation of BRAF 

in melanoma or Hh pathway in cBCC are associated with the 

induction of Warburg like metabolic reprogramming that can be 

targeted for an anticancer therapy [91-93]. 

 

Targeting energy metabolism could not only be studied for 

prevention or first-hand treatment, but it surely can be used in 

combination therapies. Cancer treatment faces various 

difficulties like drug resistance and drug toxicity, that’s when 

combination therapies are adopted to overcome these obstacles. 

In addition, it is evidence that cellular energy metabolism plays 

an important role in the emergence of resistant cells. Using drugs 

that target energy metabolism in combination targeted therapies 

contribute to prominent results. For instance, vemurafenib-

resistant BRAF-mutant melanoma cells, which rely on 

OXPHOS, have been shown to become sensitive to 

mitochondrial uncouplers or OXPHOS inhibitors [32]. 

Additionally, using anti-diabetic metformin, that inhibits 

complex 1 of ETC, significantly increased the effect of 

BRAFV600E inhibition in vitro and in murine models [94,95]. 

Besides relying on OXPHOS, other resistant BRAF-mutant cells 

have upregulated glutaminase (GLS) and increased glutamine 
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uptake. Treatment with BPTES, which is a GLS inhibitor, re-

sensitizes resistant cells to BRAF inhibition [96]. Furthermore, 

Hosseini et al. have demonstrated that DHODH could not only 

be targeted for the prevention from skin cancer, but also used in 

combination therapy for the treatment of cSCC. Leflunomide 

(LFN), which is an FDA-approved drug for the treatment of 

rheumatoid arthritis and an inhibitor of DHODH, was used in a 

combination therapy with 5-fluorouracil (5-FU), a genotoxic 

agent, on human tumor xenograft model. Results showed a 

reduction in tumor growth for both SCC-15 and A431 tumor 

transplants, which suggest that DHODH is a promising target for 

chemoprevention and combination therapy of UVB-induced 

cSCC [84]. Considering the promising outcomes of targeting 

metabolism in enhancing the efficacy of cancer therapy, further 

research is justified to investigate the potential of targeting 

energy metabolism in skin cancers as a promising approach for 

both prevention and therapy of this cancer type. 

 

Conclusion  
 

Findings from studies using melanoma, cBCC, and cSCC models 

and cells indicate a significant involvement of metabolism in 

various stages of skin cancer progression. Furthermore, targeting 

metabolism has shown promising outcomes for the prevention 

and treatment of skin cancers in certain models. Nevertheless, 

further in-depth studies are necessary to elucidate the molecular 

mechanisms underlying metabolic rewiring at different cancer 

stages, thus paving the way for establishing novel strategies for 

skin cancer treatment and prevention. Additionally, such 

research efforts could determine whether metabolic profiling 

holds potential as a biomarker for prognosis and diagnosis in 

skin cancer. 
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Abstract  
 

Breast cancer, a predominant health concern for women 

worldwide, is frequently distinguished by its stubborn resistance 

to traditional treatments and a high likelihood of recurrence. 

Breast Cancer Stem Cells (BCSC), a specific subset of cells 

within the disease, are thought to be responsible for these 

challenges. These cells possess distinct abilities for self-renewal 

and differentiation, enabling them to elude standard therapeutic 

approaches. Researchers are increasingly acknowledging the 

crucial role BCSC play in the persistence and recurrence of 

breast cancer, making them a promising target for more effective 

treatment strategies. However, successfully neutralizing BCSC 

requires a comprehensive understanding of their biological 

nature and proliferation mechanisms. In this review, we explore 

the intricacies of breast cancer and its various subtypes before 

focusing on BCSC, offering a detailed examination of their 

defining characteristics and their involvement in drug resistance, 

recurrence, and metastasis. By illuminating the elusive nature of 

these cells, we aspire to pave the way for innovative strategies to 

eliminate them, ultimately improving the efficacy of breast 

cancer treatment. 
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Introduction  
 

Female breast cancer is the most commonly diagnosed cancer 

worldwide, according to GLOBOCAN 2020 global estimates of 

cancer incidence and mortality by the International Agency for 

Research on Cancer. In 2020 alone, there were 2.3 million new 

cases, representing 11.7% of all cancer cases. Despite its 

prevalence, it is the fifth leading cause of cancer mortality 

worldwide, with 685,000 deaths accounting for 6.9% of all 

cancer deaths [1]. 

 

Interestingly, incidence rates are higher in transitioned countries 

than in transitioning countries. However, transitioning countries 

face higher mortality rates. By 2040, breast cancer is projected to 

cause more than 3 million new cases and 1 million deaths [2].   

 

Focusing on the United States, the American Cancer Society 

estimates that around 287,850 new cases of invasive breast 

cancer will be diagnosed in women in 2022, with 43,250 women 

expected to succumb to the disease [3].  

 

Breast Cancer Risk Factors  
 

Some risk factors for breast cancer are unchangeable, such as 

age or inherited gene changes. These increase the chance of 

developing breast cancer. Other risk factors are lifestyle-related 

and are changeable, and some have unclear effects on the 

likelihood of developing the disease or are disproven or 

debatable risk factors [4].  

 

Ageing is a main risk factor for breast cancer. The American 

Cancer Society reports that 1 in 8 invasive breast tumors occur in 

women under the age of 45 and invasive breast cancer affects 

women over the age of 55 in about 2 out of 3 cases [4]. Ageing 

increases genetic mutations and decreases the ability to repair 

damage.  

 

Family history is another risk factor occurring in over a quarter 

of all breast cancer cases. Women with two or more first-degree 

family members are 2.5 times more likely to develop the disease 
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[5]. The mutations in breast cancer-related genes, such as 

BRCA1 and BRCA2, are mainly responsible for this hereditary 

risk [6]. Additionally, the female’s reproductive history is a risk 

factor.  Beginning menstruation before the age of 12 and 

menopause after the age of 55 expose women to hormones for a 

longer length of time, increasing their risk of breast cancer [7]. 

 

Lifestyle, such as diet and physical activity, are linked to certain 

breast cancer risk factors. Other lifestyle-related risk factors 

include having children and taking hormone-containing 

medications. Women who have just given birth have a short-term 

increase in breast cancer risk, which disappears after roughly ten 

years. The cause of this transient rise is unknown, however some 

experts believe it may be linked to the influence of high hormone 

levels on cancer development or to the fast expansion of breast 

cells during pregnancy [8]. Moreover, women who used 

diethylstilbestrol (DES) during their pregnancy may be at a 

slightly increased risk of getting breast cancer than women who 

did not use DES during their pregnancy. DES is an artificial 

form of estrogen that was used to prevent miscarriages and other 

pregnancy complications between the early 1940s and 1971 [9].  

 

The risk of breast cancer can be raised by variables associated 

with modern lifestyles, such as excessive alcohol intake, 

smoking, and dietary fat consumption [10]. Alcohol 

consumption is linked to a slight increase in the risk of breast 

cancer. The influence of the ADH1C genotype on this link, along 

with the relationship between alcohol consumption and increased 

breast density, provide additional evidence supporting a causal 

effect [11]. Moreover, the relative risk of breast cancer linked 

with smoking was much higher for women with a family history 

of the disease. Smoking is related to a moderate but significantly 

elevated risk of breast cancer, particularly among those who 

started at teenage or peri-menarcheal ages [12]. Additionally, a 

link likely exists between the prevalence of breast cancer and 

total dietary fat consumption. Breast cancer incidence rises over 

time in correlation with increasing fat content, according to 

research by Bjarnason et al. among the Icelandic population [13]. 

So, a woman’s chance of developing breast cancer is increased if 

she is physically inactive. Furthermore, Breast cancer risk is 
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linked to estrogens, including both endogenous and exogenous 

estrogens. In women before menopause, the ovary normally 

generates endogenous estrogen, therefore ovarian excision can 

lessen the risk of breast cancer [14].  

 

Some factors may pose a risk for breast cancer, but their 

influence is unclear. Research is being conducted to understand 

potential environmental effects on breast cancer risk. A special 

attention should be paid to environmental chemicals with 

estrogen-like characteristics. Examples of compounds that 

appear to have these qualities include those found in some 

plastics, specific cosmetics and personal care items, insecticides, 

and PCBs (polychlorinated biphenyls) [15]. These may have an 

impact on the risk of breast cancer. Although it is challenging to 

explore such effects in humans, research to date has not clearly 

linked exposure to these drugs to an increased risk of breast 

cancer. In this area, more research is required.                                                                                          

 

Breast Cancer Subtypes  
 

Breast Cancer is molecularly classified according to the presence 

of certain biomarkers that are usually hormone receptors. Those 

hormonal Receptors include estrogen receptor (ER) and 

progesterone receptor (PR). 

 

Luminal Subtypes  
 

One of the first and most widely utilized BC biomarkers is ER.  

A pooled data set from numerous cohorts and cooperative 

studies indicate that roughly 80% of all BC are ER-positive 

(ER+). Compared to ER-negative (ER-) BC, ER-positive (ER+) 

BC is generally well-differentiated, less aggressive, and has a 

better prognosis [16]. 

 

The ER-positive type is further classified into subtypes A and B 

according to gene expression profiles of more than 500 genes: 

Luminal A and B subtypes.  In contrast to the luminal B subtype, 

a higher expression of luminal genes and ER+ associated genes 

(such as PR) in the luminal-A subtype. Additionally, compared 

to the luminal-B subtype, the luminal A subtype shows a better 
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prognosis and overall survival. Poor response to luminal-B 

subtype endocrine treatments is frequently associated with low 

ER/PR expression, high Ki-67 expression, and atypical 

overexpression of HER2 according to numerous studies. As a 

result, the proliferative biomarker Ki-67 is also recommended as 

a second clinical biomarker to help distinguish between luminal-

A and luminal-B subtypes [16]. 

HER2-Positive Breast Cancer  
 

The Human Epidermal Receptors is a family of 4 members. The 

orphan tyrosine kinase receptor, also called human epidermal 

growth factor receptor 2 (HER2), is a member of the family. 

HER2 does not have a ligand, yet it either homo or hetero 

dimerizes with one of the 3 three other human epidermal factors. 

Thus, results in the activation of downstream tyrosine kinase 

signaling cascades, which leads to the promotion of cell growth, 

migration, invasion, and survival. In 15% of breast carcinomas, 

HER2 is amplified, resulting to HER2 overexpression [17]. The 

extracellular domain of HER2 is targeted by the monoclonal 

antibody trastuzumab along with chemotherapy, which alters the 

normal tyrosine kinase signaling. While on the one hand this 

mechanism confers a poor prognosis (due to the effect on cell 

proliferation, migration, invasion, and survival, all key aspects of 

cancer), on the other hand, it offers the unique possibility to use 

a targeted treatment approach [17]. 

 

Immunohistochemistry (IHC), which evaluates the levels of 

HER2 protein expression, and in situ hybridization (ISH), which 

determines the status of the HER2 gene, are the only two 

methods with established clinical relevance. They are frequently 

used to determine the HER2 status in diagnostic pathology [17]. 

 

Triple Negative Breast Cancer  
 

TNBC is a type of Breast Cancer where estrogen receptor ER, 

progesterone receptor PR, and human epidermal growth factor 

receptor 2 HER2 are not immunohistochemically expressed in 

triple-negative breast cancer (TNBC). It represents around 12–

20% of all occurrences of breast cancer and is the most 

aggressive subtype. TNBC is linked to an earlier age of onset, 
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increased risk of metastasis, more relapses, and higher mortality 

rates [17]. 

 

TNBC usually appears in younger women and has a 40% 

mortality rate in advanced stages during the first 5 years 

following diagnosis compared to other types of Breast Cancer.  

Despite the development of novel biological and targeted 

medicines, cytotoxic chemotherapy remains the cornerstone of 

treatment for TNBC [17]. 

 

Breast Cancer Stem Cells  
Breast Cancer Stem Cells and Relapse  

 

Tumor recurrence and therapy failure are common outcomes in 

patients with breast cancer. Despite advances in diagnosis and 

treatment, therapeutic strategies have shown limited efficacy in 

patients with metastatic breast cancer. Therefore, it is essential to 

investigate the processes underlying this phenomenon to provide 

effective strategies for its treatment [18]. 

 

Breast cancer stem cells (BCSCs) are a minor cell population 

with plasticity and multipotent differentiation capabilities 

observed in breast tumors and are considered to be a factor 

contributing to the heterogeneity of primary tumors. BCSCs can 

originate from various sources, including normal stem cells that 

have acquired aberrations, or through the de-differentiation of 

malignant cells triggered by environmental elements in their 

surroundings. Although BCSCs represent a minor fraction of 

tumor cells, they are shown to have a critical role in the 

initiation, progression, and metastasis of breast cancer [20]. 

BCSCs can exist in various forms, each possessing resistance to 

severe environmental circumstances, anticancer therapies, and 

the immune system. BCSCs retain their plasticity and are potent 

shifters. The tumor microenvironment plays a significant role in 

shaping cancer stem cells. Importantly, it controls the fluctuation 

of cancer stem cells between a mesenchymal state with quiescent 

properties responsible for epithelial mesenchymal transition 

(EMT) and an epithelial state with proliferative traits required 

for mesenchymal epithelial transition (MET). EMT is a 

biological process involving the loss of strong cell-to-cell 
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adhesion and polarization in epithelial cells and the development 

of mesenchymal features including mobility and invasiveness 

[20]. MET is the term used to describe a reversal of EMT, where 

cells lose their mesenchymal characteristics and regain epithelial 

features. The conversion between EMT and MET is mediated by 

a series of transcriptional and epigenetic modifications. In fact, it 

has been postulated that EMT and MET are the two main 

processes indispensable for the metastatic spread of malignancy. 

Cells adopting the EMT phenotype will eventually reach the 

circulation and travel either as individual cancer circulating cells 

or in a cluster. Then, the MET program will be initiated to ensure 

the invasion of premetastatic sites. These cells can remain for up 

to two decades as disseminated tumor cells (DTCs) [20]. 

 

Characteristics of BCSCs  
Tumorigenicity of BCSCs and Self-Renewal  

 

Cancer stem cells (CSCs) are a heterogeneous population of cells 

that have been known to be particularly aggressive and 

tumorigenic. The ability of malignant stem cells to self-renew, 

similar to somatic cells, allows them to survive and multiply. A 

relatively small number of CSCs have been shown to initiate 

tumor growth in xenografts, demonstrating their tumorigenic 

nature. The great majority of these cells are dormant, which has 

been identified as critical for minimizing the incidence of 

replication errors and oxygen free radicals in CSCs. BCSCs also 

demonstrated the potential to withstand extreme environmental 

conditions, avoid anticancer therapies, and evade the immune 

system [4]. 

 

Surface Markers  

 

CD44 is an important membrane glycoprotein that controls cell-

extracellular matrix communication. It is abundant in BCSCs 

and is the most frequent recognition and classification marker for 

them. Remarkably, it is linked to the preservation of stem cell 

properties, epithelial-mesenchymal transition and tumor stem 

cell profiling [21,22] In addition, CD44 promotes tumor stem 

cell self-renewal and increases tumor stem cell invasion and 

dissemination by increasing growth factor and cytokine 
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signalling in the tumor microenvironment [21,22]. 

Downregulating CD44 overcomes BCSC treatment resistance 

and impairs self-renewal. In addition, CD44 is a receptor for 

both growth factors, the epidermal (EGF) and hepatocyte (HGF). 

Thus, it functions in cancer stem cell signaling. Furthermore, 

CD44 is a hyaluronic acid receptor that collaborates with HA to 

establish a matrix that governs cell adhesion and migration. The 

CD44- Hyaluronic acid interaction advocates malignant cell 

metastasis and infiltration into target tissues [21,22]. 

 

ALDH are a group of enzymes known as aldehyde 

dehydrogenases, which are primarily elevated in breast cancer 

[23]. ALDH is a marker used to detect and isolate BCSCs. It is 

closely linked to the survival of cancer stem cells and the 

maintenance of their stem-like properties. Furthermore, studies 

have demonstrated that specifically knocking out the Aldehyde 

Dehydrogenase 1 Family Member A1 (ALDH1A1) gene 

diminishes the production of stem biomarkers and the potential 

of cancer stem cells to develop into tumor [23]. Interestingly, 

ALDHs can stimulate cancer stem cell growth by neutralizing 

and removing toxic chemicals so as to escape oxidative stress. 

As a result, ALDH is critical in the proliferation and 

differentiation of tumor stem cells [23]. 

 

CD133 has been discovered to be a malignant marker for 

BCSCs. CD133 is a transmembrane glycoprotein expressed on 

the surface of hematopoietic stem cells and progenitor cells [21]. 

It is frequently associated with poor prognosis and limited 

metastasis survival in various types of breast tumors, such as 

Estrogen receptor positive (ER+) and human epidermal growth 

factor receptor 2 positive (HER2) [21]. 

 

The prevalence of cells expressing CD55 is associated with 

oncogenesis and tumor recurrence, indicating that CD55 is 

linked to a poor prognosis in breast cancer [24]. Yet, it isn’t 

validated whether CD55 can be used as a marker of BCSCs [24]. 

 

Ganglioside (GD2) represents a small fraction of BCSCs. It has 

been identified as a novel marker of BCSCs and is prevalent in 

cells actively undergoing EMT [20].  



Immunology and Cancer Biology 

11                                                                                www.videleaf.com 

Drug Resistance  
 

Drug resistance is a protective feature of BCSCs that contributes 

to their malignant nature. Because of their extended dormant 

phase, BCSCs are a challenging target to chemotherapy [25,26]. 

Similarly, the ABC transporters are a superfamily of integral 

membrane proteins that are upregulated on the surface of cancer 

stem cells and are responsible for the efflux of wide range of 

substances along the membrane including anti-cancer drugs. 

ALDHs, on the other hand, are a class of enzymes that are 

abundant in BCSCs and are responsible for the oxidation of 

aldehydes. ALDHs can either inactivate anti-cancer treatments or 

aid in their excretion, keeping malignant stem cells free of 

oxidative stress [25,26]. BCSCs also display superior DNA 

repair activity upon radiotherapy and generate lower levels of 

reactive oxygen species than their non-stem cell counterparts due 

to their enhanced expression of free radical scavenging 

mechanisms [25,26].  

 

Furthermore, several studies have also connected autophagy to 

therapeutic resistance in cancer cells and BCSCs. Autophagy 

was previously defined as a catabolic mechanism involved in the 

control of cell viability and senescence, preserving energy 

expenditure in the face of limited nutrition, stress, or oxygen 

deprivation [25,26]. In breast cancer, autophagy has been 

demonstrated to be critical for BCSCs tumorigenicity and a key 

element of BCSC survival, particularly in the presence of harsh 

microenvironments. Because dispersed breast cancer stem cells 

can survive for decades before resurfacing as aggressive 

secondary tumors, autophagy is especially important in the 

premetastatic contex [25,26]. 

 

Plasticity  

 

Cancer stem cells are also very plastic, allowing them to switch 

between several developmental programs. They have been linked 

to cancer metastasis, which is a sequential process of (EMT) and 

MET [27-29]. EMT is the molecular process that converts 

adherent epithelial cells into individual mesenchymal cells with 

the ability to migrate and penetrate neighboring regions. The 
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stimulation of EMT causes an increase in the expression of genes 

linked with "stemness" and is also characterized by the loss of 

cell connections and the decrease in E cadherin expression which 

compromises cellular integrity [27-29]. Furthermore, the 

cytoskeleton shifts from keratin to vimentin and cellular polarity 

of the epithelial cells is disrupted, leading to a mesenchymal 

phenotype. During tumorigenesis, this process is reactivated in 

BCSCs, allowing them to traverse the basement membrane and 

extravasate into the vasculature [27-29]. The EMT-BCSCs are in 

quiescent- mesenchymal-like states defined by their capacity for 

migration and resistance to chemotherapy, seen near the tumor 

front and are characterized by having CD24− CD44+ surface 

markers [27-29]. 

 

When the cancerous cells reach a distal tissue, they adopt a MET 

phenotype, the inverse process of EMT. MET-BCSCs thus 

exhibit an increased E- cadherin expression and reduced 

vimentin expression. These cells are present near the core of the 

tumor, express aldehyde dehydrogenase (ALDH+), and feature 

characteristics of self-renewal and proliferation. The CD24+ 

BCSCs and ALDH+ BCSCs populations intertwine and are 

convertible to some extent [27-29]. 

 

Cytotoxic chemotherapy and radiation treatment are highly 

ineffective against EMT BCSCs. Furthermore, previous research 

has associated ALDH1 expression in BCSCs to a poor prognosis, 

suggesting that ALDH+ MET-BCSCs share features with EMT-

BCSCs in terms of relapse and therapeutic resistance [27-29]. 

 

The growing evidence of BCSCs plasticity define this population 

as a flexible entity, prone to transition between EMT and MET 

developmental programs, and extremely influenced by the 

surrounding tumor microenvironment (Figure 1). BCSCs’ 

plasticity is also demonstrated with the ability of non-breast 

cancer stem cells to convert into BCSCs, a process called de-

differentiation [27-29]. 
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Figure 1: Characteristics of breast cancer stem cells. This figure illustrates the 

progression of Epithelial-Mesenchymal Transition (EMT) and Mesenchymal-

Epithelial Transition (MET) stages. It captures the transformation of cells from 

a rounded form (representing full epithelial) to an elongated form (indicating 

full mesenchymal). Key characteristics associated with these transitions, such 

as migration, plasticity, metastasis, and therapy resistance, are also emphasized 

[30]. 

 

Interaction with Tumor Microenvironment (TME)  

 

The microenvironment encompasses the extracellular matrix 

(ECM); soluble substances such as growth factors, hormones, 

and cytokines; and cellular components including cancer-

associated fibroblasts, macrophages, endothelial cells, and 

immune cells. The collagen content of the ECM and its 

mechanical properties such as matrix stiffness have a substantial 

impact on cancer stemness [31]. In addition, the physiological 

properties of the TME, such as the oxygen level, acidity and 

nutrient status have been shown to influence the stemness and 

viciousness of breast cancers. The quiescence of CSCs in 

primary breast cancer and other malignancies is significantly 
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prevalent in regions of hypoxia, necrosis, and acidity [32]. Such 

unfavourable conditions have been indeed discovered to promote 

stemness, quiescence, and migration. Acidity in premetastatic 

locations provides a safe and nurturing environment for 

quiescent cancer cells, promoting dispersed malignant cell 

persistence and ultimately cancer progression. Several studies 

have revealed the impact of the tumor microenvironment on the 

modulation of EMT and MET states of BCSCs in response to a 

number of signalling molecules. For instance, it is evident that 

the EMT switchover stimulates various transcription factors in 

cancer stem cells under the influence of external stimuli [27]. 

 

Penetrating immune cells and activated fibroblasts, known as 

cancer associated fibroblasts (CAFs), induce inflammation in the 

tumor microenvironment, releasing cytokines, chemokines, and 

growth factors to which the tumor adjusts. It has been proposed 

that inflammation plays a critical role in tumorigenesis, 

angiogenesis, and dissemination. Tumor growth and metastasis 

are enhanced by IL-1, IL-6, IL-11, and transforming growth 

factor (TGF-β). TGF-β has two major roles in tumorigenesis. It 

acts as a tumor suppressor in the early stages of carcinogenesis; 

however, tumor cells in later stages evade this impact and 

advance in response to TGF-β signalling [33,34]. It also 

promotes EMT and the ability of BCSCs to initiate cancer. CAFs 

in breast cancer environment also produce IL-6, which promotes 

proliferation and tumorigenesis. IL-6 regulates self-renewal and 

initiates EMT in BCSCs. The activation of NF-κB by 

proinflammatory stimuli results in the conversion of normal cells 

to have a persistent malignant morphology with no alteration in 

Genomic DNA [33,34]. 

 

Cellular crosstalk in the TME is fundamental for cancer 

progression. As a matter of fact, BCSCs boost cancer 

progression by controlling immune cells and establishing an 

immunosuppressive environment thus minimizing cancer cell 

susceptibility and promoting resistance [4]. In particular, a range 

of chemokines released by BCSCs stimulates the recruitment of 

tumor-associated macrophages (TAMs) that help build the 

BCSC niche and promote immunological tolerance. They inhibit 

immune cells by secreting cytokines and growth factors, as well 
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as inducing the secretion of immunosuppressives found naturally 

in T cells [4]. In addition, macrophages secrete epidermal growth 

factor (EGF), which enhances the migration and invasion of 

malignant cells. Another molecule, the vascular endothelial 

growth factor (VEGF), induces vascularization and ECM 

remodeling. Macrophages also stimulate an increase in the 

expression of sex determining region Y-box 2 (SOX2), a 

transcription factor that correlates with stemness [35]. Cancer-

associated fibroblasts (CAFs) are ubiquitous in connective 

tissues and one of the most frequent tumor microenvironment 

cells in all tumor types [36]. CAFs promote uncontrolled growth, 

vascularization, invasion, dissemination, and resistance to 

therapy in BCSCs. CAFs have also been shown to stimulate 

vascularization in breast cancer by attracting endothelial 

progenitor cells (EPCs) [37]. 

 

Similarly, cell-cell interactions of BCSCs with CD8 T 

lymphocytes in the microenvironment exhaust immune cells and 

induce immunological tolerance. This interaction occurs between 

PDL1, a T-cell suppressive molecule prevalent on the surface of 

BCSCs, and the PD1 receptor present on T-cells. Notably, PD-

L1 also stimulates multidrug resistance and BCSC stemness by 

triggering the PI3K/Akt and ERK1/2 signalling pathways 

(Figure 2). In addition, ECM protects BCSCs from treatment 

pressure and promotes their metastatic development [38,39]. 
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Figure 2: Interaction between tumor cell and the microenvironment. The 

biological activities of BCSCs are controlled by their microenvironment 

through direct interaction, the extracellular matrix (ECM), and signaling 

molecules. Cancer-associated fibroblasts (CAFs) release cytokines like IL-6, 

IL-8, and IL-1β, which enhance the stem-like properties and adaptability of 

BCSCs. Mesenchymal stem cells (MSCs) produce VEGF that nourishes 

BCSCs, resulting in irregular blood vessel formation. Similarly, macrophages 

emit a variety of cytokines that create a supportive environment for BCSCs and 

induce immune system tolerance. The ECM provides a shield for BCSCs 

against therapeutic stress and ensures their metastatic expansion [20]. 

 

Mechanisms of Relapse and Metastasis in BCSCs  
 

Tumor metastasis is an intricate cascade involving a set of 

characteristics that should be adopted by metastatic tumor cells. 

These cells should be able to evacuate from the blood vessel 

walls by extravasation, withstand prolonged durations of 

mechanical stress in circulation, invade novel tissues, and 

multiply in target organs [40,41]. Despite the common 

misconception regarding metastasis as a latent event, malignant 

cells disseminate from primary tumors as an early event in 

oncogenesis. Recent findings indicate that 60- 70% of patients 

have already started the metastatic process by the time they are 

diagnosed. These data demonstrate that cancer growth and 

metastasis occur simultaneously. Gene expression studies in 

breast cancer demonstrate unique genetic modifications 

occurring in primary tumors and metastatic cells, providing 
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importance to the hypothesis of early metastatic spread [40,41]. 

Approximately half of the metastatic cells isolated from bone 

marrow of breast cancer patients contained fewer chromosomal 

abnormalities than the initial tumors, indicating that they 

disseminated prior to genomic instability events. These data 

imply that BCSCs have a metastatic potential [40,41].  

 

A subset of breast cancer cells with characteristics such as self-

renewal, quiescence, and strong metastasis and invasion 

capabilities reside in the circulation of patients with breast 

cancer who are undergoing or have completed treatment. These 

findings show that BCSCs have the capacity to migrate to distant 

organs and spread tumors to new locations [42] (Figure 3).  

 

EMT promotes malignant cell dissemination, whereas MET 

promotes metastatic cell invasion. As previously stated, the 

tumor microenvironment influences cancer stem cells to 

upregulate transcription factors, such as Slug, Zebl, Zeb2, Snail, 

Twist, FOXC1, FOXC2, bHLH proteins, and TCF3 [43,44]. This 

provokes the synthesis of N-cadherin, vimentin, fibronectin, α-

SMA, urging the shift to mesenchymal phenotype. EMT BCSCs 

in breast cancer promote tumor migration into the basal 

membrane, neighboring tissues, and even into the circulation 

where they survive because of their acquired quiescence and 

immunity to treatment [43,44]. 

 

Recent investigations on circulating tumor cells (CTCs) and 

disseminated tumor cells, both of which demonstrate EMT and 

sternness, support the involvement of EMT in tumor cell 

dissemination. In fact, tumors release thousands of cells into the 

circulation daily; however, only a minority of them cause 

secondary tumors to emerge. Metastasis-initiating cells (MICs) 

are a subpopulation of CTCs capable of generating clonal 

metastatic growth in distant organs [45] Clinically, the presence 

of five or more CTCs in 7.5 ml of blood plasma is a sign of 

tumor progression. The number of CTCs in patients with 

metastatic breast cancer is a stronger predictor of cancer outcome 

than other diagnostic methods. Recent research on CTCs from 

breast cancer patients has found a link between mesenchymal 

CTCs and tumor progression [45]. CTCs can exist as single cells 
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or multicellular clusters and they have been shown to display 

recognized mesenchymal markers and EMT markers such as the 

transforming growth factor beta (TGFB) signalling pathway and 

the transcription factor FOXC1. As a result, CTCs can withstand 

mechanical stress accompanied during their migration to distal 

organs through blood [45].  

 

Upon extravasation from the vasculature, these EMT BCSCs 

produce micro metastasis in target organs. Although BCSCs 

derived from primary cancer tissues and CTCs have been 

demonstrated to exhibit typical EMT characteristics, the majority 

of metastatic cancers exhibit an epithelial architecture indicating 

that the reversal of the EMT program is required for 

dissemination [46]. (MET) is induced at pre-metastatic locations, 

resulting in the establishment of substantial macro-metastatic 

populations at remote sites. Indeed, the interaction between EMT 

and MET transition is the main driving mechanism of metastasis 

[46]. 

 

Recent studies have also revealed that stimulating MET with 

miRNA regulatory networks, particularly the miR-200 group, 

can facilitate breast cancer metastatic proliferation. In another 

study, selective activation of the Id1 gene in EMT-induced breast 

cancer cells induced MET via Twist1 inhibition, and this shift 

was essential for metastatic proliferation in the lung [46]. 

 

Given that primary cancerous masses discharge a significant 

proportion of malignant cells to circulate the bloodstream, only a 

small proportion of these cells (2%) are capable of initiating 

another tumor as a micro metastasis, and only 0.02% of CTCs 

are expected to become substantial macro metastases at distant 

sites [45]. 

 

Some secondary cancers could include CSCs with EMT and 

MET features. The presence of invasive and proliferative CSCs 

in a single tumor mass may contribute to a particularly 

aggressive subtype of breast cancer [45]. 
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Figure 3: Tumor metastasis and cancer cell phenotypes. The versatility of 

cancer cells during the onset of a tumor and the metastatic process is discussed. 

This includes the role of epithelial-mesenchymal plasticity (EMP) and the 

development of cancer stem cell (CSC) traits in starting a tumor and elements 

of the metastatic process, such as entering and exiting blood vessels, and the 

colonization and expansion of metastases. Each stage is associated with unique 

cell phenotypes and features [47]. 
 

Conclusion  
 

In conclusion, this review highlights the critical role of BCSCs 

in breast cancer’s persistence, recurrence, and metastasis. 

BCSCs’ distinct characteristics, drug resistance, and interaction 

with the tumor environment have been explored. Their 

metastatic potential challenges the traditional view of metastasis 

as a late-stage event, emphasizing the need for early targeting. 

The tumorigenicity, self-renewal, and surface markers of 

BCSCs, along with their plasticity and ability to transition 

between states, add complexity to our understanding. The 

significance of BCSCs in early tumor dissemination and the role 

of EMT and MET processes in malignant cell dissemination and 

invasion are discussed. Recent studies on circulating tumor cells 

(CTCs) and metastasis-initiating cells (MICs) support the 

involvement of EMT in tumor cell dissemination. The 

heterogeneity within breast cancer subtypes is underscored by 

the potential role of CSCs with EMT and MET features in 

secondary cancers. 
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Abstract  
 

Breast cancer, characterized by diverse subtypes and intricate 

molecular landscapes, poses persistent challenges in treatment. A 

nuanced understanding of current therapies and resistance 

mechanisms is essential. Subdivision based on hormonal 

receptors and HER2 expression yields four distinct subtypes with 

varying prognosis and treatments. Despite initial success in 

clinics, concerns arise due to patients developing resistance 

mechanisms over time. This review comprehensively explores 

evolving breast cancer treatment strategies, focusing on 

molecular landscapes and challenges associated with targeted 

therapies. It covers endocrine therapy, receptor roles, and 

emerging resistance strategies. Approved inhibitors' mechanisms 

and the importance of comprehending signaling pathway 

interplay are discussed. The review connects the themes by 

examining resistance strategies against inhibitors and advocating 

for combination therapies. Current and evolving treatment 

strategies are scrutinized, encompassing established and 

investigational modalities. The review aims to provide valuable 

insights for researchers, clinicians, and policymakers to advance 

therapeutic strategies and enhance patient outcomes. 
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Introduction  
 

Breast cancer develops when some breast cells begin to grow 

uncontrollably. Treatments for breast cancer include surgery, 

radiation therapy, chemotherapy, hormonal therapy, targeted 

therapy, and immunotherapy [1]. Most breast cancers are 

hormone receptor positive, meaning that they depend on 

hormones to grow and spread. Hormone therapy works by 

blocking the cancer cells from receiving the natural hormones 

that they crave. Targeted therapy uses specifically designed 

drugs such as monoclonal antibodies that act on specific tumor 

antigens (neoantigens), or those found in the tumor 

microenvironment [2]. Typically, when it comes to targeted 

therapy and biological therapy, the treatment is based on the 

molecular subtype of breast cancer that is in turn based on the 

genes the cancer cells express, which control how cells behave 

[3]. Herein, we will cover the current treatments and possible 

mechanisms of resistance against such options in the context of 

the most common breast cancer molecular subtypes, namely 

being luminal breast cancer, HER2-enriched breast cancer, and 

triple negative or basal-like breast cancer.  

 

Luminal Breast Cancer Treatment Options  
 

Luminal breast tumors, so-called estrogen receptor (ER) - 

positive (ER+) tumors represent around two-thirds of all breast 

cancers. This subtype is further divided into luminal A, luminal 

B, and B-like breast cancers. Hormonal therapy is well thought-

out as an indispensable part of the management of patients with 

ER+ breast cancer [4].  

 

Hormonal Therapy of Luminal Breast Cancer 

Subtype: Special Focus on ER Modulation-

based Therapy  
 

Endocrinal therapies that either disrupt the production of 

estrogens or hamper estrogen-mediated signaling pathways have 

become an important part of the management of hormone-

dependent breast cancer [5]. Existing drugs for adjuvant 
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endocrine therapy can be separated into three classes: selective 

estrogen receptor modulators (SERMs), aromatase inhibitors 

(AIs), and selective estrogen receptor down regulators (SERDs) 

[5]. The most used class of estrogen receptor modulators is 

Tamoxifen (TAM), in both pre- and post-menopausal women. 

The antitumor attributes of TAM are reflected to be a result of its 

anti-estrogenic action, mediated by completive inhibition of 

estrogen binding to ER, where TAM belongs to SERMs. Prior to 

entering breast cancer cell, TAM is metabolized in the liver into 

2 active metabolites, endoxifen and 4-hydroxytamoxifen (4-

OHT) [5]. When these metabolites enter the cell, they bind to the 

cytosolic ERs, thereby blocking the binding of estrogen. TAM-

bound ERs dimerize, translocate to the nucleus, and bind to the 

estrogen response element (ERE) in the promoter region of 

estrogen-induced genes. The ER-TAM complex, however, does 

not recruit the essential coactivators; as a result, TAM inhibits 

the expression of estrogen-induced genes, including growth 

factors and angiogenic factors secreted by the tumor, which may 

stimulate growth via autocrine or paracrine mechanisms [5]. As a 

result, the G1 phase of the cell cycle is stalled and cell 

proliferation is slowed. Because of the altered balance between 

cell proliferation and ongoing cell loss, tumors may regress [5]. 

 

 
 

Figure 1: Diagrammatic illustration of how fulvestrant works. AF1 and AF2 

are known as activation functions 1 and 2, respectively. ER stands for estrogen 

receptor, and ERE is an acronym for estrogen receptor response element. F 

represents fulvestrant, and RNA POL II is short for ribonucleic acid 

polymerase II [6]. 

 

TAM has a partial ER-agonistic effect versus fulvestrant, which 

has an almost entirely antagonistic effect. Furthermore, TAM 

only affects the ER's AF2 domain, whereas fulvestrant affects 
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both activating function 1  (AF1) and activating function 2 (AF2) 

[7] (Figure 1). 

 

There exist other options for hormonal therapy of ER-positive 

breast cancer such as Toremifene, used to treat metastatic breast 

cancer. It is structurally and pharmacologically similar to TAM, 

differing only by a single chlorine atom [7]. The major 

difference between the two compounds is in the preclinical 

activity. Fulvestrant, a SERD, is used to treat progressed breast 

cancer in postmenopausal women. When fulvestrant binds to 

estrogen receptor monomers it hinders receptor dimerization, 

AF1 and AF2 are thus left inactive, translocation of receptor to 

the nucleus is abridged, and degradation of the estrogen receptor 

is augmented [7]. While the medicines indicated above work by 

preventing hormones from binding to cancer cells, other 

medications work by preventing the body from producing 

estrogen after menopause. This comprises AIs, a class of 

medicines that lessen the quantity of estrogen in the body, 

depriving breast cancer cells of the hormones they need to grow. 

AIs are only utilized in women who have experienced 

menopause [7]. They cannot be used unless the body is in natural 

menopause or menopause triggered by medications or the 

elimination of the ovaries. Mechanism-based AIs are steroidal 

inhibitors that imitate the substrate and are transformed by the fat 

tissue enzyme aromatase to a reactive intermediate, causing the 

inactivation of aromatase. These different types of endocrine 

therapies have been used effectively to cause a momentous 

decline in cancer recurrence and death [7].  

 

Resistance Strategies of Endocrine Therapy  
 

Although existing endocrine therapies for women with ER+ 

breast cancer have resulted in significant improvements in 

outcomes, not all patients with ER+ tumors respond to endocrine 

treatment (de novo or primary resistance). Besides, ER+ patients, 

who at first, respond may later become non-responsive to the 

therapy (acquired resistance) [8]. Acknowledging the ultimate 

origins of treatment resistance has therefore been the interest of 

several studies to tackle this paramount clinical dilemma. The 

intricate crosstalk, both genomic and non-genomic, between 
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estrogen receptors and growth factors was well thought out to be 

a critical issue contributing to endocrine resistance (Figure 2). 

ERs refer to a family of nuclear transcriptional regulators that 

engage in an essential role in the progress of breast cancer [8]. 

ERs are classified into two isoforms: ER-α and ER-β. Because 

the role of ER-β in endocrine resistance is still debated, and 

because ER-α expression is higher in breast tumors than ER-β, it 

is the target of therapeutic intervention. Here, we will limit our 

discussion to ' ER-α ' which will be referred to as 'ER' in the 

following sections. Nuclear ER and membrane ER both act 

through genomic (nuclear) and non-genomic (membrane) 

pathways [8]. In general, one of the main features of the 

apparatus of ER-mediated antiestrogen treatment resistance is 

the loss of ER expression [9]. The fact is that nearly all primary 

ER+ patients will develop endocrine resistance, implying that 

some distorted pathways may affect ER expression and 

functions. For instance, ER loss has been linked to unusual 

methylation of CpG islands in the ER gene's 5′ regulatory 

regions. This in turn could result in transcriptional inactivation of 

the ER gene and lead to hormone resistance in various human 

breast cancers. Furthermore, 50% of patients with ER+ breast 

tumors express PR [9]. The increased resistance of ER+ breast 

tumors to SERMs could be because estrogen has a higher affinity 

to ER compared to SERMs. Numerous clinical studies have 

exposed that ER+/PR+ tumors are quicker to respond to SERMs 

therapy than ER+/PR- tumors. Indeed, two trials concerning the 

function of progesterone receptor (PR) in response to AIs 

revealed an improved response to endocrine therapy in PR+ 

tumors than PR- tumors [9] Multiple studies described that many 

growth factors of breast cancer could ultimately reduce PR levels 

through the PI3K/Akt/mTOR pathway and downregulate ER 

expression level and action. Sian Tovey et al. found that PR and 

HER2 status could help predict early decline in ER+ tamoxifen-

treated breast cancer patients [9]. Furthermore, the status of 

expression of both HER-1 (EGFR) and HER-2 was drastically 

elevated in the ER+/PR- patients than in that of ER+/PR+ 

patients, despite recent clinical recommendations that such 

elevated levels of HER-1 and HER-2 were associated with TAM 

resistance [10]. It is noteworthy that treating HER2-positive 

breast cancer patients with TAM has resulted in weak outcomes. 
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A more extensive understanding of the function of HER2 in 

endocrine resistance sheds light on the crosstalk among HER2 

and ER signaling tracks. It is notable that TAM, through 

membrane ER, is competent in activating HER2, which in turn 

causes ER and A1B1 (an essential ER co-activator) 

phosphorylation. Benz and colleagues discovered that 

transfecting HER2 in MCF-7 cells, which are hormone-

dependent breast cancer cell lines, can result in TAM resistance 

[10]. Another in vitro study found that MCF-7 developed 

resistant clones to TAM; these clones were found to have 

increased levels of phosphorylated EGFR and HER2. Estrogen 

and TAM seem to turn on EGFR and HER2 signaling pathways 

through on-genomic mechanisms in HER2 overexpressing 

tumors. It should be noted that some downstream kinases, such 

as AKT, can phosphorylate ER and activate A1B1, resulting in a 

crosstalk between the nuclear TAM-ER complex and its co-

activators that promote cell survival and proliferation [10]. 

Interestingly, the role of miRNAs in encouraging endocrine 

resistance is represented by, but not restricted to, their 

participation in controlling ERα. MiR-221 and miR-222, for 

example, are overexpressed in TAM-resistant and even ER-

negative breast cancer cell lines and tumors. It is important to 

note that the 3′UTR of ERα is a straight target of miR-221/222 

lessening ERα protein expression [11]. An experiment 

attempting to transiently overexpress miR-221/222 in TAM-

sensitive MCF-7 cells led to TAM resistance whilst 

downregulation of miR-221/222 in ERα negative/TAM-resistant 

MDA-MB-468 cells brought back ERα expression and cells 

became susceptible to TAM-induced cell cycle arrest and 

apoptosis. However, miR-873 has been revealed to be reduced in 

TAM-resistant MCF-7 compared to TAM-sensitive and in breast 

tumors compared to usual tissues [11]. It is a target of cyclin-

dependent kinase 3 (CDK3) for downregulation, where CDK3-

mediated ERα phosphorylation enhances ERα function [11]. 

Lately, miR-519a was demonstrated as a new onco-miRNA via 

enhancing cell viability and cell cycle succession. MiR-519a 

level was elevated in TAM- resistant MCF-7 cells as compared 

with TAM-sensitive MCF-7 cells. Upregulated levels of miR-

519a in primary breast tumors were linked with abridged 

disease-free survival in ERα+ breast cancer patients and thus 
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miR-519a was recommended as a possible contributor to TAM 

resistance. This is supported by the fact that miR-519a 

knockdown in TAM-resistant MCF-7 cells made the cells 

susceptible to TAM growth inhibition. In contrast, 

overexpressing miR-519a in TAM-sensitive MCF-7 cells 

desensitized the cells to TAM by averting growth inhibition 

while encouraging caspase action and apoptosis [11]. It is 

noteworthy that tumor suppressor genes (TSGs) involved in 

PI3K signaling p21, RB1, and PTEN, were reported to be actual 

targets of miR-519a, even though the function of such targets in 

causing TAM-resistance has not been discovered yet [12]. 

Thereby, it is critical to gain a more complete understanding of 

the underlying resistance mechanisms and elucidate targets for 

therapeutic intervention and by combining endocrine therapy 

with various molecularly targeted agents and signal transduction 

inhibitors, some success has been achieved in overcoming and 

modulating endocrine resistance in Hormone-positive breast 

cancer. Established strategies include selective ER modulators, 

anti-HER2 agents, mTOR inhibitors and inhibitors of PI3K are 

not at present a treatment alternative for women with ER+ breast 

cancer outside the milieu of clinical trials [12].  
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Figure 2: Molecular changes in endocrine-resistant breast cancer. This 

scientific diagram represents cellular signaling pathways involving IGF1R, 

EGF, and EGFR/HER2 receptors. It illustrates the roles and interactions of 

various molecules and inhibitors within these pathways, including Lapatinib, 

Trastuzumab, PD-32590, and AED6244. The diagram also depicts the internal 

cellular components like RAS, MEK, MAPK, and the AKT pathway leading to 

mTOR. The nucleus with ER, CoA indicating a complex formation at ERE is 

also shown [13]. 

 

It is demonstrated that resistance to TAM could be due to the 

activation of mER leading to the increase in HER2 expression 

levels, consequently, elevating HER2-mediated signaling 

pathways including PI3K/AKT/mTOR pathway. Additionally, 

the change in expression levels of certain miRNAs upon 

endocrine resistance implies a role of RNA interference in this 

mechanism which requires further investigation [12]. 

 

HER2-Enriched Breast Cancer Treatment 

Options  
 

HER2-enriched breast cancer is ER-, PR-, and HER2+. HER2-

enriched cancers are likely to develop quicker than luminal 
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cancers and can have poorer prognosis but are typically 

effectively treated with therapies targeting HER2 [14]. Its 

attributes are due to HER2-mediated activation of oncogenic 

pathways that force the different cancer cell traits, such as the 

Mitogen Activated Protein Kinase (MAPK) and the 

PI3K/AKT/mTOR cascades [14]. At present, specific 

monoclonal antibodies (mAbs) and tyrosine kinase inhibitors 

(TKIs) are the two HER2 targeting approaches that have 

effectually boosted the prognosis of patients with HER2+ breast 

cancer. Anti-HER2 therapies (also referred to as HER2 inhibitors 

or HER2-targeted therapies) are a set of medicines used to treat 

all stages of HER2+ breast cancer and HER2-low breast cancers. 

In addition, small molecule TKIs are an alternative for patients 

with early phase or progressive HER2 + breast cancer [14].  

 

Anti-HER2 Mechanisms of Approved HER2 

Inhibitors  
 

HER2 is a transmembrane tyrosine kinase receptor and has a 

unique feature that differentiates it from the other members of 

the family in the absence of a known ligand. HER2 is 

overexpressed in 25 to 30% of human breast cancers and has 

been determined to be an adverse prognostic factor [10,15]. 

Since the level of HER2 in human cancer cells is with membrane 

overexpression than in normal adult tissue, they are potentially 

more sensitive to the toxicity of HER2 sensitive drugs. HER2 

overexpression is typically found in both the primary tumor and 

at the metastatic sites which provides the rational for the 

effectiveness of anti-HER2 at all disease sites [10,15]. Research 

thus focused heavily on HER2 inhibitors as anticancer agents. 

Trastuzumab is the first of such agents which was registered for 

use in patients with HER2 overexpressing breast cancer. 

Trastuzumab is a recombinant monoclonal antibody (mAb) 

directed against the extracellular domain of the tyrosine kinase 

receptor, HER2. It is known to bind to domain 4 [10,15]. It has 

shown clinical activity in HER2 overexpressing breast cancers 

and is currently approved in patients in both metastatic and 

adjuvant settings. Although still subjects of discussion, different 

mechanisms of action have been attributed to its anti-HER2 

activity: (i) antibody-dependent cell mediated cytotoxicity, (ii) 
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prevention of HER2 truncated membrane bound fragment 

following HER2 overexpression and (iii) HER2 receptor 

downregulation [16]. The binding of trastuzumab to HER2 

receptor with high affinity and specificity prevents the formation 

of HER2-HER2 homodimers and HER2-HER3 heterodimers. 

This subsequently inhibits HER2-mediated signal transduction 

pathways, hence it is thought to be the main mechanism of action 

of trastuzumab [16]. Additionally, the binding of trastuzumab to 

HER2 on cancer cell membranes is documented by Fcɤ receptors 

expressed by cells of the innate immune system, including 

natural killer (NK) cells, antigen-presenting cells (APCs) as well 

as effector immune cells; this results in the clearance of T-bound 

cancer cells either through antibody-dependent cellular 

cytotoxicity (ADCC) and complement-dependent cytotoxicity 

(CDC). Pertuzumab is a novel fully humanized mAB that binds 

to domain 2, a portion of the extracellular domain essential for 

dimerization [16]. While trastuzumab is known to bind to 

domain 4. This binding of pertuzumab efficiently sterically 

blocks ligand-induced homodimerization and importantly HER2-

HER3 heterodimerization that is known to activate downstream 

survival signaling pathways such as PI3K/AKT, whereas 

trastuzumab has only a minor effect in the presence of a ligand 

[17]. Pertuzumab was approved in mid-2012 for use in 

combination with trastuzumab and Docetaxel to treat patients 

with metastatic or locally recurrent unresectable HER2 positive 

breast cancer who have not received previous anti-HER2 therapy 

or chemotherapy for their metastatic disease. To increase the 

potency of antibody directed therapy, the specificity of the 

antigen binding site has been combined with a wide variety of 

effector agents including toxins [17]. This led to the 

development of antibody-drug conjugate (ADC) Ado-

trastuzumab emtansine (T-DM1). T-DM1 is comprised of the 

anti-HER2 antibody trastuzumab bound to the potent 

antimicrotubule cytotoxic agent maytansine (DM1) by a 

thioether linker. T-DM1 uses trastuzumab to specifically localize 

the highly active chemotherapy to HER2 positive tumor cells. 

Trastuzumab and DM1 are degraded by the lysosome leading to 

cell cycle arrest and apoptosis [17]. It was initially approved in 

2013 for metastatic patients. In 2020, trastuzumab deruxtecan 

(T-DXd) was the second approved ADC for patients who had 
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received at least 2 lines of anti-HER2-based therapy in the 

metastatic setting [17]. Like T-DM1, it is made of a mAb 

backbone of trastuzumab, its cytotoxic payload, obtained from 

exatecan, is a powerful topoisomerase I inhibitor rather than a 

microtubule inhibitor [18]. Moreover, T-Dxd comprises a 

cleavable linker where cathepsins, lysosomal enzymes 

upregulated in numerous cancer cells, are thought to act on [18]. 

The payload is membrane permeable and, thus is able to perform 

the bystander effect, supposedly enabling action even in tumors 

with varied or low expression of HER2, a property not noticed 

with T-DM1. All these attributes could clarify the anticancer 

activity of T-DXd in tumors that are intractable to T-DM1 [18]. 

 

 

 
 

Figure 3: Novel therapeutic agents’ points of intervention for HER2-enhanced 

breast cancer. (A) Lapatinib, a dual inhibitor of EGF receptor (EGFR)/HER2 

tyrosine kinase, is sanctioned for use in patients resistant to trastuzumab. 

Neratinib, on the other hand, is an irreversible inhibitor of the tyrosine kinase 

of EGFR/HER2. (B) Pertuzumab, a monoclonal antibody for HER2, attaches to 

a unique epitope on HER2, distinct from the binding site of trastuzumab, and 

inhibits ligand-induced heterodimerization with HER3. The PI3K–AKT–

mTOR pathway, when dysregulated, can lead to resistance to trastuzumab, and 

therapies targeting the direct inhibition of PI3K, AKT, and mTOR are under 

development. © Inhibitors of HSP90 facilitate the degradation of HER2 by 

impeding the function of HSP90, a chaperone protein that safeguards HER2 

from proteasomal degradation. (D) TDM-1, a conjugate of the antibody–drug 

of trastuzumab and maytansine, enables the selective delivery of a potent 

microtubule inhibitor into cells overexpressing HER2 [18]. 
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The HER2 extracellular domain has no known ligand and is 

activated by the formation of homo or heterodimers. These 

dimers lead to the phosphorylation of tyrosine kinase residues in 

the cytoplasmic domain which function as docking sites for 

proteins that activate the PI3K and MAPK signaling pathways 

downstream leading to cell cycle progression and proliferation. 

Both trastuzumab and pertuzumab work by binding to the 

extracellular region of HER2 at domains 4 and 2, respectively. 

Trastuzumab binding to HER2 on breast cancer cells enhances 

their clearance by innate immune cells [18] (Figure 3). 

 
 

Figure 4: The internal movement and processing of trastuzumab emtansine (T-

DM1) within a cell. The T-DM1 compound binds to the human epidermal 

growth factor receptor-2 (HER2) located on the plasma membrane, leading to 

the formation of a HER2-T-DM1 complex that enters the cell through receptor-

mediated endocytosis. This process results in the formation of early endosomes 
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from the internalized endocytic vesicles. The contents of these early endosomes 

can either be recycled back to the cell membrane or the endosome can mature 

into a lysosome. The DM1 component is released following the proteolytic 

degradation of the antibody portion of T-DM1 in the lysosomes. The 

intracellular lysine (lys)-MCC-DM1 then inhibits the assembly of 

microtubules, leading to mitotic arrest, apoptosis, mitotic catastrophe, and 

disruption of intracellular trafficking. MCC refers to a non-reducible thioether 

linker [19]. 

 

T-DM1 is a next-generation ADC that merges the anti-HER2 

outcome of trastuzumab with the cytotoxicity of the anti-

microtubule agent DM1. In order to target HER2+ breast cancer 

cells, T-DM1 must bind HER2 on the plasma membrane, in 

which the HER2-T-DM1 complex must be internalized via 

receptor-mediated endocytosis. DM1 is then freed into 

lysosomes due to proteolytic degradation of the antibody part of 

the complex, where the Lys-MCC-DM1 metabolite of DM1 acts 

as a microtubule inhibitor of assembly and inhibiting cell cycle 

progression through mitosis [19] (Figure 4). 

 

Small TKIs Mechanisms of Approved TKIs 

against HER2-Positive Breast Cancer  
 
Small TKI molecules have many benefits over monoclonal 

antibody therapies, such as the aptitude to target several family 

members concurrently, to act straight at the level of the 

intracellular signaling cascade, and to possibly cross the blood 

brain barrier (BBB). Two small molecule TKIs, lapatinib and 

neratinib, have been officially approved for HER2 breast cancer 

management [20]. Herein we will focus on the mechanism of 

action of these TKIs. TKI refers to certain oral small molecular 

drugs dynamic in encouraging apoptosis and hindering the 

proliferation of cancer cells. It competitively binds intracellular 

adenosine triphosphate (ATP) binding domains of the HER 

family owing to the homological organization of the ATP, 

inhibiting tyrosine kinase phosphorylation, and thereby blocking 

downstream signals [20]. In the context of brain metastasis 

cancer management, the effectiveness of monoclonal antibodies 

can be inadequate in crossing BBB, whilst small molecule TKIs, 

such as lapatinib, are considered to have permeability through 

the BBB. Both lapatinib and neratinib bind to inactive 
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conformation of HER family members, thereby limiting ligand-

induced activation. Lapatinib reduces the phosphorylation of 

HER1 and HER2 to promote apoptosis [20]. However, Neratinib 

is an irreversible TKI of HER1, HER2, and HER 4. Neratinib 

was accepted by the FDA in 2017 as an unlimited adjuvant 

management for patients with early-stage HER2 overexpressing 

breast cancer following surgery and trastuzumab-based adjuvant 

management [20]. It acts by preventing phosphorylation of the 

ErbB family and downstream pathways comprising ERK and 

Akt, via its covalent combination with cysteine residues Cys-773 

and Cys-805 of the ATP-binding domain of HER1, HER2, and 

HER4. Downstream signal transduction inhibition following 

neratinib treatment results in abridged cyclin D1 expression, 

thereby arresting the G1-S phase transition, ultimately leading to 

a reduction of cell proliferation. Furthermore, neratinib can also 

induce ubiquitylation and endocytic degradation and reduction in 

HER2 expression in a process involving HSP90 dissociation 

[21]. Besides, neratinib has been shown to hinder ATP-binding 

cassette transporter and subsequently overturn the multidrug 

resistance of cancer cells [21].   

 

By reversibly and irreversibly inhibiting HER2 phosphorylation 

via Laptinib and neratinib respectively, HER2-mediated 

signaling pathways PI3K/AKT/mTOR and MAPK signaling 

cascades are hindered, thus reducing cell proliferation and cancer 

progression. Neratinib can also cause ubiquitylation, endocytic 

degradation, and a decrease in HER2 expression through a 

process involving HSP90 dissociation [21].  

 

Resistance Strategies to Single HER2 Inhibitors  
 

Regardless of the fact that in the last years, the introduction of 

mAbs, TKIs, and ADCs targeting HER2 notably improved 

patient prognosis in all disease stages, not all patients with 

limited-stage disease are cured and HER2+ metastatic breast 

cancer is still roughly considered a deadly disease. Primary or 

acquired resistance to anti-HER2 therapies is accountable for the 

majority of treatment failures. Lately, several resistance 

mechanisms have been recognized, such as ongoing activation of 

signaling pathways similar to or downstream of HER2, altered 
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binding of anti-HER2 agents to HER2, and abridged immune 

system activation. Even though trastuzumab noticeably enhanced 

the prognosis of HER2+ breast cancer patients, many patients 

still progress within 12 months from the start of trastuzumab 

treatment [22]. One way of resistance to trastuzumab could be 

due to its impaired binding to HER2 because of intratumor 

heterogeneity of HER2 expression which has been shown to be 

linked with abridged activity of Trastuzumab-based treatments 

[23]. This indicates the presence of some breast cancer clones 

with low expression levels of HER2 that may gradually become 

presiding throughout trastuzumab exposure. Additionally, some 

HER2 splicing variants can also affect the aptitude of 

trastuzumab to bind HER2. New studies involving breast cancer 

cell lines recognized a splicing variant of HER2 missing exon-

16, which forms HER2 dimers in an SRC-dependent way and 

which has been shown to associate with in vitro resistance to 

trastuzumab [23]. Furthermore, the expression of specific 

molecules by the cancer cells themselves or even other cells 

within the surrounding microenvironment can affect trastuzumab 

binding to HER2 ectodomain could be a way of resistance to this 

treatment. One way of this is through the expression of 

membrane-associated mucin 4 (MUC4) which hides the 

trastuzumab binding site on HER2, thereby trastuzumab binding 

and inhibiting HER2 could be altered, however, this needs 

further evaluation [23]. Moreover, it is not surprising that 

mutations in genes encoding players in the PI3K/AKT/mTOR 

signaling cascade associated with the ongoing activation of such 

a pathway could account for the resistance to trastuzumab. Two 

activating mutations, namely E545K and H1047R, residing 

within PI3K catalytic subunit alpha, were linked with 

trastuzumab resistance in HER2+ breast cancers [23]. 

Comparable observations appeared in tumors expressing small 

levels of PTEN that are acknowledged to oppose PI3K-induced 

phosphorylation of inositide lipids. This could be further backed 

by the observation that the inhibition of PIK3CA or mTOR 

sensitizes cancer cell lines to trastuzumab [24]. Knowing that the 

tyrosine kinase SRC acts downstream of HER2, one possible 

mechanism of resistance to trastuzumab is the abnormal 

activation of SRC. Inhibition of SRC has been shown to re-

establish sensitivity to trastuzumab both in vitro and in vivo [24]. 
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Even though trastuzumab averts HER2 homodimerization and 

restrains its driven signaling, diverse RTKs, such as EGFR, 

HER1, and HER3, are capable of heterodimerizing with HER2, 

and trigger downstream signaling cascades in the same way as 

HER2 homodimers. This enables tumor cells to utilize a small 

number of HER2 molecules that are not trastuzumab-bound and 

thus reactivate the HER2 signaling cascade. It has also been 

demonstrated that the escape from ADCC could induce 

resistance to trastuzumab [24]. This is consistent with the 

observation that mice deficient in CD16A have altered ADCC-

mediated lysis of cancer cells, and HER2+ve tumors developing 

in these animals are resistant to trastuzumab. Particularly, 

trastuzumab binding to the inhibitory receptor CD32B: FcγRIIB 

on myeloid cells averts ADCC. While recent data propose that 

T-DM1 could eliminate HER2+ tumor clones that are resistant to 

trastuzumab, resistance to T-DM1 limits the anticancer 

effectiveness of T-DM1 in the metastatic situation [24]. 

Resistance mechanisms to T-DM1 comprise besides altered 

binding of T-MD1 to HER2, an altered HER2-T-DM1 complex 

internalization, faulty lysosomal function that hinders DM1 

release, and efflux pumps concerned in DM1 export [15,24]. In 

vitro and in vivo studies revealed that altered lysosomal 

acidification and degradation of the antibody part of T-DM1, or 

abridged export of lys-MCC-DM1 from the lysosome into the 

cytoplasm via SLC46A3 transporter, lead to an earned resistance 

to T-DM1 [15,24]. MDR1, a plasma membrane transporter, can 

promote T-DM1 resistance by inducing extracellular DM1 

efflux, further backed up by the fact that MDR1 inhibitors might 

re-establish sensitivity to T-DM1. On the other hand, even 

though several tumors are initially resistant to lapatinib, HER2+ 

tumors obtain resistance following a median time of 6 months 

following lapatinib treatment [15,24]. Various HER2 amino acid 

substitution mutations have been shown to be linked with 

lapatinib resistance, with the HER2 L755S and T798I mutations 

accounting for the uppermost levels of resistance. However, 

neratinib has been shown to have an anticancer action in patients 

with metastatic breast cancer nurturing mutations in the HER2 

tyrosine kinase domain separately from HER2 levels of 

expression [15,24]. Additionally, parallel signaling pathways to 

HER2 activation can be activated in a process involving elevated 
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expression of RTK ligands by tumor cells of nearby cells. For 

example, overexpression of neuregulin-1 (NRG1), the major 

HER3 ligand, turns on the EGFR-HER3-PI3K-PDK1 signaling 

cascade, thereby overcoming lapatinib-induced reversion of 

HER2/EGFR [15,24]. Likewise, the binding of HGF to MET as 

well leads to lapatinib resistance via PI3K/AKT/mTOR pathway 

reactivation throughout HER2 inhibition therapy. Interestingly, 

Lapatinib-induced inactivation of HER2 promotes adjusting 

PI3K/AKT elevation of HER3 expression [25], therefore 

encouraging HER2-HER3 heterodimerization. In the cases of 

trastuzumab and lapatinib, the enhanced activation of cyclin D1-

CDK4/6 cascade seems to be linked to the resistance to these 

therapies as revealed in HER2+ breast cancer cell lines. This is 

consistent with the reversion of such resistance following 

pharmacological inhibition of CDK4/6 [25]. In terms of 

neratinib, Breslin et al. established that improved activity of the 

metabolism enzyme cytochrome P4503A4 results in neratinib 

resistance and cross-resistance to trastuzumab and lapatinib. 

Additionally, Seyhan et al. had acknowledged a set of genes 

linked to neratinib resistance by means of a genome-wide RNAi 

screen coupled with a lethal amount of neratinib, such as 

oncogenesis, transcription factors, protein ubiquitination, cell 

cycle, and genes recognized to cooperate with breast cancer-

coupled genes [25]. The expression of RB1CC1, ERBB3, and 

FOXO3a has been shown to be elevated in HER2 TKI-sensitive 

breast cancer cell lines following management with lapatinib and 

neratinib. A study by Takeda et al demonstrated that the 

activation of YES1, being an SRC family member, has been 

shown to be upregulated in two neratinib resistant breast cancer 

cell lines [25]. This study showed that the knockdown of YES1 

via siRNA made YES1 amplified cancer cell lines sensitive to 

neratinib. The authors revealed that YES1 interacts with and 

activates HER2 [25].  

 

Numerous possible resistance mechanisms to anti-HER2 agents 

have been recognized. The majority of them engage genetic or 

epigenetic alterations causing either overexpression or ongoing 

activation of HER2/HER3/HER4 or other plasma membrane 

kinases (e.g. FGFR1) or downstream effectors. Regardless of the 

exact mechanism, reactivation of the PI3K/AKT/mTOR cascade 
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looks critical to promote and uphold resistance to anti-HER2 

therapies. Regarding T-DM1 resistance, mechanisms including 

its internalization or lysosomal role might as well have an 

outstanding role [25]. Taken together, it is of use to assess the 

possibility of combining anti-HER2 mAbs/TKIs with the parallel 

players in the resistance to HER2 including PI3K inhibitor, AKT 

inhibitor, mTOR inhibitor, CDK4/6 inhibitor, and YES1 

inhibitor among others.  

 

Triple Negative Breast Cancer Treatment 

Strategies  
 

Triple-negative breast cancer (TNBC) does not express ER and 

PR and doesn’t overexpress HER2 (81). Since tumor cells do not 

have these proteins, hormone therapy and HER2 targeted therapy 

are not supportive; consequently chemotherapy (chemo) is the 

major systemic treatment alternative [26]. Nevertheless, TNBC 

regularly responds splendidly to chemotherapy and tends to 

relapse more often than other breast cancers. However, for 

women with TNBC who have a BRCA mutation and whose 

cancer no longer responds to ordinary breast cancer chemo 

drugs, targeted drugs called Poly ADP-ribose polymerases 

(PARP) inhibitors may be considered. Furthermore, in favor of 

advanced TNBC in which the cancer cells have the PD-L1 

protein, the primary treatment may be immunotherapy besides 

chemo [26]. Also, antibody-drug conjugates (ADCs) like SG and 

T-DXd, as well as additional ADCs in later phases of research 

with alternative targets, will revolutionize the therapy landscape 

for BC and other cancer types. The PD-L1 protein is detected in 

around 1 out of 5 TNBCs [26]. 

 

Chemotherapy in the Context of TNBC  
 

The goal of chemotherapy is to eliminate cancer cells in the 

original tumor and any sites of metastasis [26,27]. In addition to 

being a primary cancer treatment option in the case of TNBC, 

chemotherapy can also act as a secondary treatment before, 

during, and after other primary cancer treatments such as 

radiation therapy or surgical excision of a tumor. In most cases, 

several chemotherapy drugs could be administered to increase 
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their effectiveness [26,27]. This allows the body to recover and 

kills as many cancer cells as possible. Anthracycline/taxane-

based chemotherapy is considered the standard of care for 

patients with TNBC, whether in the neoadjuvant or adjuvant 

setting. Both Paclitaxel and Docetaxel are anti-cancer 

chemotherapies. They are considered "plant alkaloids," "taxane" 

and "anti-microtubule agents. The main manne of paclitaxel’s 

action is the hyper-stabilization of microtubules (a constituent of 

the cytoskeleton) made of repeating subunits of α- and β-tubulin 

vital for numerous cellular behaviors [26,27]. Paclitaxel binds to 

the N-terminal amino acids of the β-tubulin subunit and lowers 

the threshold concentration of purified tubulin subunits required 

for in vitro polymerization into microtubules while increasing 

the fraction of tubulin subunits that assemble [26,27]. Paclitaxel 

also interacts directly with microtubules, preventing 

depolymerization by cold and calcium [28]. As a result, cancer 

cells treated with the drug enter metaphase on bipolar spindles, 

and their growth is halted. The activation of the spindle assembly 

checkpoint prevents the progression of the cell cycle, specifically 

the separation of the chromosomes due to the presence of 

kinetochores that do not have a solid attachment to microtubules 

[28]. Cancer cells exposed to the drug exhibit decreased inner 

mitochondrial membrane potential, which causes the 

permeability transition pore channel to open and the release of 

cytochrome c and apoptosis-inducing factor. Apoptotic death is 

thereby carried out by activated effectory caspases. At the same 

time, docetaxel has been found to be twice as effective as 

paclitaxel in inhibiting microtubule depolymerization. Paclitaxel 

and docetaxel are both commonly used to treat a variety of 

tumors [28]. Other common chemo drugs used in TNBC include 

Anthracyclines. Its mode of action within cancer cells is based 

on growth arrest and programmed cell death by poisoning 

topoisomerase, a critical enzyme for unwinding DNA for 

replication and synthesis. One of the most promising new 

cytotoxic agents is gemcitabine, a pyrimidine nucleoside 

antimetabolite. The drug has been approved for the treatment of 

breast cancer and has shown activity in a variety of solid tumors. 

The most imperative mode of action of gemcitabine is DNA 

synthesis inhibition [28]. When gemcitabine triphosphate 

(dFdCTP) is incorporated into DNA, it is followed by a single 
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deoxynucleotide, preventing chain elongation. The chemo drugs 

mentioned above can be either used alone or in combination 

[29]. Unfortunately, chemotherapy drugs cannot tell the 

difference between fast growing normal cells and cancer cells; as 

a result, these drugs also damage or irritate some of the fast-

growing normal cells such as those in the bone marrow, 

digestive system, and hair follicles. Death, irritation, or damage 

of these cells produces side-effects such as a weakened immune 

system, nausea, and hair loss [29].  

 

BRCAness and PARP Inhibitors as a TNBC 

Treatment Option  
 

A germline BRCA1 or BRCA2 mutation is present in 25% of 

patients with triple negative breast cancer [26,30]. BRCAness is 

defined as a set of traits in which BRCA1 dysfunction, caused by 

gene mutation, methylation, or deletion, results in a lack of DNA 

repair. Sometimes TNBCs seem to have BRCAness, and these 

tumors share clinicopathological features with BRCA1-mutated 

tumors. A better understanding of TNBC and the presence of 

BRCAness may have implications for both hereditary breast 

cancer screening and treatment of these tumors [26,30]. Tumors 

with BRCAness are thought to be extremely sensitive to 

chemotherapy. However, targeted drugs called poly (ADP-

ribose) polymerase (PARP) inhibitors, like olaparib [Lynparza] 

or talazoparib [Talzenna] may be considered for women with 

TNBC who have a BRCA mutation and whose tumor no longer 

responds to common breast cancer chemo drugs. PARP1, which 

was discovered about 50 years ago, is involved in gene 

transcription, DNA repair, and cell death [26,30]. PARP 

inhibitor therapy is not currently approved by the FDA for 

patients with TNBC who do not have a germline BRCA 

mutation [31]. PARP is a major protein that is involved in DNA 

repair pathways, base excision repair (BER) mechanisms, 

homologous recombination (HR), and NEJ deficiency-based 

repair mechanisms. DNA damage repair deficiencies increase the 

likelihood of tumor formation. DNA DSB repair is inadequate in 

cancer cells affected by harmful mutations in the breast cancer 

susceptibility genes BRCA 1 and BRCA2 [31]. In fact, the 

homologous recombination repair (HRR) pathway relies heavily 
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on both BRCA1 and BRCA2. BRCA 1 is a multifunctional 

enzyme with a direct role in HRR. In conjunction with CHK2, it 

is initially in charge of signal transduction; following that, ATM 

and ATR detect DNA double strand damage. It then works by 

establishing a structure that arranges the repair proteins at the 

DNA repair site. On the other hand, BRCA 2 brings in RAD51, a 

recombinase, at the DNA repair site [31]. Therefore, if additional 

occurrences that could hinder DNA damage repair take place, the 

damage could result in a gradual accumulation of DNA changes 

that could eventually result in apoptosis [32,33]. The first 

clinically approved synthetic lethality-exploiting drug, PARPib, 

has demonstrated promising activity in patients with BRCA-

deficient tumors. It has been shown that PARPib primarily works 

by blocking the PARylation mechanism, which causes DNA 

damage to be trapped at the site of the damage, activating 

effector genes, and ultimately interrupting the replication fork by 

causing DSB damage with a cytotoxic effect [32,33]. Preclinical 

models thus demonstrated that DNA trapping on PARP may be a 

more potent means of inducing cell death than catalytic enzyme 

alone. Thus, the current inhibition of PARP enzymes results in 

the accumulation of unpaired damages in tumors harboring a 

defect in the HRR pathway, which ultimately results in tumor 

cell death. Contrarily, patients with BRCA 1 or 2 mutations may 

benefit clinically because healthy cells may be spared. Olaparib 

and talazopirib are the only two PARPibs that have currently 

been authorized for the treatment of patients with metastatic 

TNBC [32,33]. Olaparib is a small molecule that was initially 

thought to be an inhibitor of PARP-1 and PARP-2 but data 

revealed that it is also a potent inhibitor of PARP-3. On the other 

hand, talazoparib is a powerful PARP inhibitor with both a 

strong catalytic inhibition and a potential for trapping PARP 

[34,35]. 

 

PDL1 Inhibitors  
 

Recent years have seen an increase in the relevance of research 

on PD-L1 expression in breast cancer, particularly in triple-

negative breast cancer (TNBC). When compared to other breast 

cancer subtypes, TNBC has been reported to have higher rates of 

cell surface PD-L1 expression, and higher PD-L1 expression 
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implies a greater potential benefit from using PD-1/PD-L1 

targeted immunotherapy in this population of patients [36,37]. It 

has been discovered that the PD-1 receptor of Treg cells 

enhances the de novo conversion of naïve CD4+ T cells to Treg 

cells in the presence of CD3 and TGF-, therefore attenuating 

immunological responses. Through blocking the mTOR-Akt 

signaling cascade, this conversion promotes the production of 

Treg and the immunological suppressive activity of CD4+ T 

cells [36,37]. As a result, PD-1 expression not only inhibits 

effector T-cell activity but also promotes the conversion of the 

population of immunosuppressive Treg cells. Although PD-1 has 

been extensively investigated in T-cells, its roles in B-cells for 

tumor immunosuppression have also come to light. However, 

PD-1 levels are negligible in pro-B cells, an early stage of the 

mature B cell, and rise with B cell development. It has been 

shown that PD-1 expression is heavily controlled during B cell 

differentiation [36,37]. PD-1 is a novel regulator of human B-

cell activation. Additionally, PD-1 activated toll-like receptor 9 

(TLR9) agonists can greatly improve B-cell maturation [38]. It 

has been demonstrated that inhibiting PD-1 activity on B cells 

improves antigen-specific antibody responses, proving that PD-1 

suppresses B cell-mediated T-cell activation. Monoclonal 

antibodies (mAbs) are a kind of checkpoint inhibitor that inhibits 

the interaction of PD-1 and PD-L1 and thereby overcomes the 

drawbacks of traditional anticancer treatment [38]. mAbs can 

considerably reduce toxicity while shrinking solid tumors, 

suppressing advanced malignancies and metastasis, and 

improving overall patient survival. Interferon gamma (IFN)-

induced increase of PD-L1 expression on tumor cell surfaces is 

one way of regulation. This is probably a way by which tumor 

cells avoid being destroyed by T lymphocytes that are 

specifically designed to fight tumors. Oncogenic signaling is a 

second pathway [38]. The FDA recently approved various anti-

PD-1 and PD-L1 mAbs that target a variety of human 

malignancies. The clinical efficacy of anti-PD-1 and PD-L1 

mAbs show promise in targeting PD-1 and PD-L1 immune 

checkpoints, consequently considerably improving patient 

conditions [39]. Atezolizumab (Tecentriq®), the first PD-1/PD-

L1 immune checkpoint inhibitor for metastatic triple-negative 

breast cancer, was FDA approved in March 2019 as a treatment 
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for advanced TNBC. A monoclonal immunoglobulin-G1 (IgG1) 

antibody called atezolizumab is Fc-engineered, non-

glycosylated, and humanized. It binds to PD-L1 and prevents it 

from interacting with PD-1 and B7.1 (CD80) receptors [39]. 

Tumor-infiltrating immune cells and/or tumor-associated tumor 

cells may both express PD-L1. Cytotoxic T-cell activity, T-cell 

proliferation, and cytokine production are suppressed when PD-

L1 binds with PD-1 and B7.1 receptors on T-cells and antigen-

presenting cells, preventing the anti-tumor immune response in 

the tumor microenvironment [39].  

 

Other FDA Approved  
 

TNBC patients who relapse soon after (neo) adjuvant treatment 

like chemotherapy have more severe conditions. Patients with 

TNBC who relapse within a year of following (neo) adjuvant 

chemotherapy have either primary resistance or early acquired 

resistance to cytotoxic chemotherapy. Shortened disease-free 

intervals in such cases are linked with a poor prognosis for 

successive lines of therapy [40]. Therefore, patients with TNBC 

chemotherapy resistance require improved therapies. Trop-2 is a 

protein that is over-expressed in more than 80% of TNBC. 

Sacituzumab govitecan (SG) is an antibody-drug conjugate 

(ADC) made of a humanized trophoblast cell-surface antigen-2 

(Trop-2) antibody linked to an SN-38 payload, the active form of 

the metabolite topoisomerase 1 inhibitor Irinotecan (a 

chemotherapeutic medication), through a unique, hydrolyzable 

linker [40,41]. Breast cancer cells are immediately treated with 

chemotherapy when the antibody attaches to them. The high 

drug-to-antibody ratio of 7.6:1, the fact that internalization and 

enzymatic cleavage of SG by tumor cells are not necessary for 

SN-38 release from the antibody, and its bystander impact in 

tumor microenvironment make SG a unique Trop-2-directed 

ADC [42].  

 

Breast Cancer Treatments Currently Evaluated 

in Clinical Trials  
 

Intense research allowed a better understanding of the 

pathophysiology of breast cancer and led to the identification of 
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more effective, safe, and individualized novel drugs. Currently, 

many promising clinical trials targeting all the subtypes of breast 

cancer are in progress. This significant breakthrough changed the 

outlook of breast cancer therapy as it increased treatment 

options, reduced the risk of recurrence and progression, 

improved overall survival, and enhanced patient prognosis, 

especially for late-stage advanced breast cancer. Novel breast 

cancer therapies are numerous with diverse characteristics and 

different modes of action. Such therapies include PARP 

inhibitors, gene therapy, and immunotherapy [43]. 

 

PARP Inhibitors  
Veliparib  
 

Veliparib is a selective, oral inhibitor of PARP1 and PARP2. A 

phase 3 study showed that Veliparib enhanced the effect of 

platinum-based chemotherapy (Carboplatin/Paclitaxel) and it is 

considered a new treatment option for patients with HER2-

negative, gBRCA-mutated metastatic or locally advanced breast 

cancer. It demonstrated promising anti-tumor activity with a 

tolerable safety profile as a single agent and in combination with 

carboplatin and paclitaxel in patients with BRCA mutation-

associated breast cancer [44,45]. 

 

Recently, a phase II trial compared the outcomes in patients with 

different genomic characteristics treated with Cisplatin alone and 

in combination with Veliparib. 323 patients were classified into 

three groups: patients with a germline BRCA mutation, patients 

with a BRCA-like mutation in HR genes, and non-BRCA-like 

mutation. In addition, there was an unclassified group due to 

missing biomarker information. The studied endpoints were 

progression-free survival (PFS), objective response rate (ORR), 

overall survival (OS), and toxicity [44,45]. 

 

In the group of patients having a germline BRCA mutation, the 

results of PFS were not statistically significant. However, in the 

BRCA-like group, PFS with Veliparib treatment was enhanced 

compared to placebo (5.7 versus 4.3 months respectively). 

Besides in the same group OS (13.7 versus 12.1 months) and 

ORR (45% versus 35%). The patients in the non-BRCA-like 
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group and the unclassified group didn’t benefit from Veliparib as 

the variation of PFS was not significant. Regarding toxicity, 

Grade 3/4 neutropenia (46% versus 19%) and anemia (23% 

versus 7%) occurred at a higher rate in the Veliparib arm 

compared to placebo. Consequently, the combination of 

Veliparib with Cisplatin was successful as it significantly 

improved PFS and OS for BRCA-like advanced TNBC. 

Biomarkers used in this study allowed the identification of a 

subgroup of BRCAwt TNBC that benefited from the addition of 

PARP inhibitors to cisplatin. This combination is promising and 

should be studied further in BRCA-like TNBC [44,45]. 

 

Rucaparib  
 

Rucaparib is a PARP inhibitor that targets PARP1 and PARP2. It 

can also target PARP3 which is involved in chromosomal DNA 

double-strand break repair. Rucaparib is currently under a phase-

II trial done on 78 patients with BRCA1/2-mutated advanced 

breast or ovarian cancers. This trial includes two cohorts with 

different treatment administration routes. The first cohort 

receives oral treatment while the second cohort receives 

intravenous treatment. In both cohorts, the first step of the study 

included a dose-escalation phase by which the best dose with the 

least side effects was determined. No objective response was 

observed in breast cancer patients of the two cohorts. However, 

20% of patients in the oral cohort and 44% of patients in the 

intravenous cohort exhibited disease stabilization over 12 weeks. 

This means that the treatment can impede the spread of cancer. 

So, as a monotherapy, Rucaparib was well tolerated as the most 

adverse events were fatigue and nausea [46,47]. 

 

Another phase-II trial was done on patients with TNBC with 

residual disease after neoadjuvant therapy. These patients have a 

high risk of cancer recurrence. A total of 128 patients were 

recruited in the study, with 22% of them carrying a BRCA1/2 

germline mutation. Rucaparib was administered in combination 

with cisplatin. This combination didn’t impact the toxicity of 

cisplatin, and it didn’t improve disease-free survival. Probably 

this is due to the dose of Rucaparib used in this study, as it was 

substantially less than the current phase II monotherapy dose, 
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and it may not have been sufficient to inhibit PARP activity. So, 

dose escalation may be required to check whether this 

combination is successful [48]. 

 

Immunotherapy  
 

Various populations of immune cells are present in the breast 

stroma at different stages of development and maturation like 

post-natal development, puberty, and pregnancy. So, breast 

cancer is considered a moderately immunogenic cancer, with 

HER2-positive and TNBC subtypes, being the most 

immunogenic. Immune cells have a crucial role in the early 

detection and eradication of BC [49].  

 

However, some breast cancer cells are less immunogenic as they 

have the capability to evade the immune system through 

different mechanisms. Tumor cells can reduce the expression of 

the major histocompatibility complex (MHC) that can decrease 

immune recognition and immune cell activation. This contributes 

to the development of low immunogenic tumor cells that can 

escape immune system surveillance. So, due to the importance of 

the immune system in breast cancer, immunotherapy emerged as 

a promising treatment option with fewer adverse reactions, 

strong specificity, and favorable clinical application. 

Immunotherapy boosts the immune system's ability to recognize, 

target, and eliminate cancer cells. The most important 

immunotherapies in breast cancer are immune checkpoint 

inhibitors, cytokine therapy, and cell-based immunotherapy 

(CAR-T cell therapy) [49]. 

 

Immune checkpoints negatively control immunity by induction 

of anergy or apoptosis of immune cells. The most important 

immune checkpoints are programmed cell death-1 (PD-1), 

programmed cell death ligand-1 (PD-L1), and cytotoxic T-

lymphocyte antigen-4 (CTLA-4).  Some tumors exploit the 

function of immune checkpoints to escape from immune 

surveillance. PD-1, a protein expressed on the surface of T 

lymphocytes, interacts with its ligand (PD-L1) expressed on 

tumor cells to inhibit T cells’ proliferation and reduce their 

survival and cytotoxic abilities. CTLA-4, expressed on 
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regulatory T cells, weakens the immune response against tumor 

cells by inhibiting the interaction between T cells and antigen-

presenting cells (APCs). It also inhibits the function of CD28, a 

protein that acts as a co-stimulator essential for T cell activation 

and survival [50,51].  The fact that immune checkpoints’ 

function is triggered by ligand-receptor interactions makes it 

easy to develop inhibitors that can reverse the 

immunosuppressive state caused by such checkpoints. These 

inhibitors are mostly monoclonal antibodies that are currently in 

different stages of clinical trials; for example, anti-PD-1 mAbs 

(Nivolumab), anti-PDL-1 mAbs (Durvalumab, Avelumab), and 

anti-CTLA4 (Ipilimumab). Two mAbs are FDA-approved: 

Pembrolizumab against PD-1 for the treatment of patients with 

unresectable or metastatic solid tumors, and Atezolizumab in 

combination with nab-paclitaxel (a chemotherapy drug) against 

PD-L1 for the treatment of locally advanced/ metastatic TNBC 

[50,51]. 

 

Conclusion  
 

To put it briefly, this comprehensive review has provided a 

detailed exploration of the current and evolving treatment 

strategies for breast cancer. It has elucidated the intricate 

molecular mechanisms underlying hormone receptor-positive 

(HR+), HER2-enriched, and triple-negative breast cancers 

(TNBC), shedding light on the challenges and therapeutic 

strategies associated with each subtype. The review has 

underscored the need for a personalized and multifaceted 

approach to breast cancer treatment, emphasizing the importance 

of understanding the dynamic interplay between various 

receptors, growth factors, and microRNAs, and the development 

of combination therapies to improve patient outcomes. The 

exploration of resistance strategies against single HER2 

inhibitors and the advent of targeted therapies, notably PARP 

inhibitors and immunotherapy have broadened treatment options 

and introduced personalized dimensions to breast cancer 

management. The ongoing clinical trials and FDA-approved 

interventions present a tapestry of opportunities for enhanced 

patient outcomes. As the scientific community navigates this 

intricate landscape, collaborative efforts, rigorous research, and 
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an unwavering commitment to understanding breast cancer at its 

molecular core will be paramount for advancing the field and 

ultimately, enhancing the well-being of individuals impacted by 

this formidable ailment. 
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Abstract  
 

Breast cancer, a complex oncological challenge, requires a 

nuanced treatment approach. Despite effective treatments, drug-

resistant tumors contribute to the majority of mortalities. The 

focus has shifted to combining drugs, such as chemotherapy, 

immunotherapy, and gene therapy, to enhance efficacy and 

reduce toxicities. This chapter offers a detailed exploration of the 

present landscape of breast cancer therapeutics, emphasizing the 

shift from traditional single-drug treatments to more 

sophisticated combination strategies. It delves into the realm of 

combination therapies, where diverse treatment methods such as 

chemotherapy, immunotherapy, Hormone therapy, and gene 

therapy are strategically blended to address the intricate nature of 

breast cancer biology. The goal is to achieve a balanced 

approach, maximizing effectiveness while minimizing toxicity. 

Ongoing research aims to diversify treatment options, 

envisioning a future with more personalized and comprehensive 

care for breast cancer patients. 
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Introduction  
 

Breast cancer treatments include surgery, radiation, neoadjuvant 

chemotherapy, adjuvant chemotherapy, immunotherapy, and 

endocrine or hormone therapy. Maximum therapeutic efficacy 

combined with a minimum of side effects is necessary for breast 

cancer treatment to maintain patients' lives [1].  

 

Because the majority of anticancer drugs do not distinguish well 

between cancerous and normal cells, systemic toxicity and 

undesirable effects of chemotherapeutics significantly reduce 

treatment efficacy. Additionally, acquired drug resistance may 

further reduce chemotherapy and other adjuvant medicines' 

ability to treat cancer. Although patients receiving high doses of 

chemotherapy may be able to overcome drug resistance, the 

overall survival rate did not improve due to increased treatment 

toxicity. In addition, the effectiveness of cancer treatment is also 

limited by the heterogeneity of breast cancer [2].  

 

Furthermore, cancer patients may experience unfavorable side 

effects from monotherapies, which do not usually work well for 

them, especially in the case of metastatic cancers [3]. It has been 

noted that the tumor contains a variety of cell types, from them 

the breast cancer stem cells (BCSCs) that contribute to the 

aggressiveness of metastatic lesions [4]. When a tumor has been 

successfully treated, some cells are left behind and contribute to 

the tumor's recurrence. These characteristics make treating 

cancer patients only with monotherapy challenging [5]. 

 

Towards Combinatorial Therapies  
 

A new and promising approach is combining cancer therapies to 

see whether they can complement one another in a way that 

lessens side effects and gets beyond the resistance of tumor cells. 

This has built up an efficient way to handle some of these 

problems by specifically targeting cancer-inducing or cell-

sustaining pathways Combinatorial therapy may involve 

combining two distinct modalities, such as radio-immunotherapy 

and radio-chemotherapy, or it may involve combining two or 
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more therapeutic agents, such as chemotherapy medicines or 

other types of therapies [6,7]. 

 

Combination chemotherapy provides benefits such as improved 

efficacy, decreased toxicity, and a slowed or delayed formation 

of drug resistance since it necessitates a lower therapeutic dosage 

of each medicine alone. Because of these advantages, combined 

chemotherapy is now the most widely used technique in clinical 

practice [8]. 

 

Drug combinations are typically based on the following general 

principles: (a) without overlapping toxicities so that each drug 

can be administered at the appropriate dose (b) with different 

therapeutic mechanisms and minimal cross-resistance to 

suppress broad-spectrum drug resistance (c) with optimized dose 

ratios for synergistic or additive therapeutic effects (d) with 

similar solubility and permeation to ensure adequate delivery and 

high intracellular levels [8]. 

 

Chemotherapeutic Drugs Combination  
 

Combination chemotherapy (or polychemotherapy) has 

traditionally been used to treat breast cancer to lower the risk of 

recurrence and improve overall response. A common regimen 

for breast cancer is combining an alkylating agent like 

cyclophosphamide with antimetabolites such as methotrexate 

and 5-FU. Other combinations between chemotherapies were 

assessed in clinical trials for breast cancer treatment and some of 

these combinations are approved by the Food and Drug 

Administration (FDA) [9]. 

 

Numerous combination therapies, including those based on 

paclitaxel (PTX), methotrexate (MTX), and anthracycline, have 

been developed throughout the years to treat various cancers. 

Liposomes, polymers, dendrimers, hybrid nanoparticles, 

inorganic nanoframes, and nanogels are just a few of the diverse 

nanocarriers that have been used to carry different drugs together 

for combination chemotherapy [10]. 
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Currently, administering a physical mixture of two or more 

anticancer drugs is the only option for combination regimens for 

metastatic breast cancer that are available in clinics. Clinically 

employed combination regimens can be broadly categorized 

based on their mechanisms of action, including (a) nonspecific 

small molecule chemotherapeutic agents that can be given singly 

or in combination; (b) combinations of target-specific biologic 

agents and small molecule chemotherapeutic agents; and (c) 

combinations of target-specific biologic agents [11] (Table 1). 

 

Small-molecule chemotherapeutic agents can appear in many 

active combination chemotherapy regimens in metastatic breast 

cancer. Anthracycline-based regimens, often known as 

anthracycline antibiotics, are a class of widely used and 

researched medications used in cancer chemotherapy [12]. They 

are derived from the Streptomyces bacteria. Anthracyclines work 

by three different mechanisms: (1) intercalating between base 

pairs of the DNA/RNA strand to inhibit DNA and RNA 

synthesis, which stops the replication of quickly proliferating 

cancer cells; (2) inhibiting topoisomerase II to prevent the 

relaxing of supercoiled DNA, which stops DNA transcription 

and replication; and (3) producing iron-mediated free oxygen 

radicals to harm DNA and cell membranes [12,13]. 

 

To improve the anti-cancer activity, anthracycline combinations 

were made, such as doxorubicin or epirubicin with 

cyclophosphamide; doxorubicin, cyclophosphamide, and 

fluorouracil; and epirubicin with cyclophosphamide and 

fluorouracil. In comparison to single-agent regimens or 

combinations not based on anthracyclines, these regimens are 

both more active and toxic [9]. 

 

In addition, taxane-based regimens, which include paclitaxel 

(Taxol) and docetaxel (Taxotere), disrupt the microtubules’ 

functions which are essential for cell division, so they are known 

as mitotic inhibitors. As compared to anthracyclines, taxanes 

have reduced bioavailability [14].   

 

Taxanes and anthracyclines typically do not produce overlapping 

toxicities with existing therapies. An anthracycline/taxane 
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combination's overall increased toxicity may be compensated by 

its significantly higher therapeutic benefits [15]. 

 

Additionally, in multidrug-resistant (MDR) tumors, some 

multidrug regimens without anthracyclines or taxanes show high 

response rates. For instance, combining the nontaxane 

Ixabepilone with capecitabine leads to a longer progression-free 

survival than capecitabine by itself.  For the treatment of 

metastatic breast cancer, another combination regimen is 

cyclophosphamide, methotrexate, and fluorouracil [16-18]. 
 

Table 1: Mixtures of non-specific small molecule drugs used in chemotherapy. 

OS stands for overall survival, PFS is an acronym for progression-free survival, 

RFS represents replace-free survival, RR is short for response rate, and TTP 

denotes time to progression [11]. 

 
Classes Combination Advantages Disadvantages 

 

 

Anthracycline-

based 

 

Doxorubicin or 

epirubicin + 

Cyclophosphamide 

Doxorubicin or 

epirubicin + 

Fluorouracil 

 

 

Improved RR 

 

No significant 

difference in 

time to 

progression or 

survival 

 

 

Taxane-based 

Doxorubicin or 

Gemcitabin + 

Paclitaxel 

Doxorubicin or 

Capecitabin + 

Docetaxel 

 

 

Improved RR, 

PFS, TTP, and 

OS 

More 

hematologic 

and non-

hematologic 

toxicity, 

cardiotoxicity 

 

 

Other 

combinations 

Ixabepilone + 

Capecitabine 

 

Cyclophosphamide 

+ Methotrexate + 

Fluorouracil 

 

Improved RR 

and TTP in 

heavily 

pretreated 

patients 

Improved RR, 

RFS, and OS 

Peripheral 

neuropathy 

 

Rapid bone loss 

 

Immunotherapy Combinations  
 
Another effective therapy for cancer treatment is 

immunotherapy. Although immunotherapy has been used to treat 

a variety of tumors such as multiple myeloma, pancreatic, 

ovarian, and skin cancer, it is less frequently utilized than 
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standard therapies and surgery. Though immunotherapy is 

sometimes effective, not all patients benefit from it [19]. 

 

Recently, the combined drug therapy (CDT) strategy has been 

widely used for immunotherapy checkpoint inhibitors to 

effectively target triple-negative breast cancer (TNBC) [19]. 

According to a study, the combination of the doxorubicin-loaded 

cyclic octapeptide liposomes and the mTOR inhibitor rapamycin 

prevented the production of hypoxia-inducible factor-1 alpha 

(HIF-1α) in TNBC cells [20]. The progression-free survival 

(PFS) of TNBC patients significantly improved when 

chemotherapy and phosphoinositide 3-kinase 

(PI3K)/AKT/mTOR inhibition were combined [21]. Another 

study revealed that TNBC cells' ability to activate tumor-

infiltrating T lymphocytes was significantly boosted by the 

combination of suppression of cyclin-dependent kinase 4/6 

(CDK4/6) and PI3Kα [22] (Figure 1). 

 

 
 

Figure 1: The figure illustrates the various phases of the cancer immunity 

cycle, our body’s innate defense mechanism against cancer. The cycle initiates 
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with the release of tumor antigens from cancer cells. Dendritic cells capture 

these antigens and journey to the lymph nodes to present them to T cells. Upon 

antigen presentation, T cells activate and return to the tumor to eliminate cancer 

cells. The figure also highlights potential disruptions to the cancer immunity 

cycle, such as loss of tumor antigens, diminished MHC presentation, an 

immunosuppressive tumor microenvironment (TME), and immune cell 

dysfunction. Furthermore, the diagram outlines potential therapeutic strategies 

to enhance the immune response against cancer. These include cancer vaccines, 

anti-PD1/PD-L1 therapy, and adoptive cell transfer [23]. 

 

Chemo-Immunotherapy Combinations  
 
The combination of chemotherapy and immunotherapy (chemo-

immunotherapy) explores the hypothesis that combination 

therapy may act synergistically against different cancers. 

Immunotherapy's ability to elicit particular immune responses 

has a significant prognostic and predictive impact on cancer 

patients receiving chemotherapy in these combination systems. 

While this is happening, chemotherapy can improve 

immunotherapy by increasing tumor cells' susceptibility to the 

cytotoxic effects of T-lymphocytes (CTLs) and decreasing 

immunosuppression by removing regulatory T cells (Tregs) and 

myeloid-derived suppressor cells (MDSCs) [24]. 

 

According to a number of results from clinical trials, 

atezolizumab (programmed cell death-ligand 1 (PD-L1) 

antibody) and pembrolizumab (PD-1 antibody) are both 

promising immunotherapies when used in conjunction with 

chemotherapy as a treatment for metastatic and advanced TNBC 

[25-30]. 

 

Immunotherapy-Hormone Therapy 

Combinations  
 

Also, according to a few studies, the combination of 

immunotherapy with endocrine or hormone therapy appears 

promising. In a recent trial, two patients with metastatic HR-

positive breast cancer benefited from the combination of 

antiestrogen medications (letrozole or tamoxifen) plus 

immunotherapy (pembrolizumab) [31]. The patients displayed 

greater T-cell receptor diversity following treatment, which is 
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reportedly associated with a better prognosis after 

immunotherapy. Although the study was modest and the 

research is still in its early phases, larger sample sizes are needed 

to corroborate these findings [31]. 

 

In patients with estrogen receptor (ER)-positive metastatic breast 

cancer, first-line salvage hormone treatment (HT) is combined 

with recombinant interferon-beta/interleukin-2 as 

immunotherapy. Multiple types of solid and hematological 

cancers have been treated with recombinant interleukin-2 (IL-2), 

which can boost lymphocytes (mainly natural killer cells) and 

lymphokine-activated killer (LAK) cells [32-34]. 

 

Moreover, previous studies in which aromatase inhibitors 

(Letrozole or Anastrozole) or Fulvestrant were used as endocrine 

therapy combined with CDK 4/6 inhibitors (such as Palbociclib 

or Abemaciclib) were proven to increase endocrine sensitivity in 

patients with HR+, HER2-advanced, or metastatic breast cancer. 

This combination is more effective than endocrine therapy alone; 

however, not all are successful [35]. 

 

Gene Therapy-Chemotherapy Combinations  
 

Gene therapy, which involves delivering functional DNA or 

RNA to suppress undesirable gene expression or downregulate 

disordered genes, has recently been used to supplement 

chemotherapy in the treatment of cancer. Due to their dissimilar 

physicochemical characteristics, co-administration of a 

medication and gene is extremely difficult. Plasmid DNA 

(pDNA), small interfering RNA (siRNA), and microRNA 

(miRNA) have been added to these combinational systems to 

mix with chemotherapy medicines [10]. 

 

Chemotherapy combined with siRNA-based gene therapy has 

the potential to significantly improve cancer treatment over 

chemotherapy alone. The effect of siRNA in sequence-specific 

gene silencing has a synergetic apoptotic effect with 

chemotherapy. For example, using cationic micelles, co-delivery 

of SN-38 and human vascular endothelial growth factor (VEGF)-

targeted siRNA (siVEGF) was accomplished [36]. Before 
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complexing with a drug-loaded micelle, the siVEGF was 

attached to a Polyethylene Glycol (PEG) chain to produce 

siRNA-PEG to increase the stability and lengthen the retention 

duration of siRNA in the blood circulation. The SN-38-loaded 

siRNA-PEG micelleplex provided synergistic therapeutic effects 

by passively targeting the tumor while simultaneously 

facilitating VEGF silencing and chemotherapy [36]. 

 

Due to the increased therapeutic results, miRNA-based gene 

therapy combined with chemotherapy is currently the subject of 

extensive research. Apoptosis induction, blocking of autophagy, 

reversal of the epithelial-to-mesenchymal transition (EMT), 

inhibition of tumor angiogenesis, and downregulation of ATP-

binding cassette (ABC) transporters are all benefits of this 

therapy [10]. One method of miRNA-based cancer therapy 

involves using miRNA mimics to directly upregulate tumor-

suppressive miRNAs, which have the potential to reprogram 

cancer cells by building RNA-induced silencing complexes.  

 

Conclusion  
 

In conclusion, the multifaceted landscape of breast cancer 

treatment demands innovative approaches to optimize 

therapeutic outcomes while minimizing toxicity and recurrence. 

The exploration of drug combinations, spanning traditional 

chemotherapy, immunotherapy, and gene therapy, unveils a 

promising horizon for tailored interventions. Combinatorial 

strategies, such as anthracycline and taxane regimens, showcase 

enhanced efficacy, while immunotherapy combinations and 

chemo-immunotherapy unveil novel synergies against metastatic 

breast cancer. Furthermore, the integration of gene therapy, 

employing siRNA and miRNA, underscores the potential for 

sequence-specific gene silencing and apoptosis induction. This 

comprehensive overview underscores the evolving paradigm in 

breast cancer treatment, emphasizing the pivotal role of 

combination therapies in shaping more effective, individualized, 

and less toxic interventions for diverse stages and subtypes of the 

disease. As challenges persist, continuous refinement of drug 

utilization and administration remains paramount for advancing 

the field and realizing the potential of personalized treatments in 

the future. 
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Abstract  
 

Triple negative breast cancer (TNBC) is the breast cancer 

subtype with the poorest prognosis, mainly affecting women of 

smaller age. It is characterized by high heterogeneity, reflected 

by the presence of different TNBC subtypes that show distinct 

tumor grade and treatment sensitivity. To date, chemotherapies 

remain a primary treatment option for TNBC patients, however, 

patients usually develop resistance to the treatment and are prone 

to relapse less than 5 years following the initial diagnosis. Cell 

survival and proliferation signaling pathways like the 

PI3K/AKT/mTOR, NFκB, Wnt, and EGFR are activated in 

TNBC. In this chapter, we provide a comprehensive analysis of 

the signaling pathways aberrantly activated in TNBC and their 

targeting strategies, either alone or in combination with other 

targeted- or chemo-therapies. 
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Introduction  
 

Breast cancer refers to an abnormal condition in the breast 

tissues and is mostly formed in the milk ducts or lobules. Ductal 

carcinoma refers to cancer developed in the ducts, while lobular 

carcinoma is formed in the mammary lobules [1,2]. According to 

the World Health Organization, at the end of 2020, 7.8 million 

females contracted breast cancer within the previous five-year 

period, establishing it as the most widespread form of cancer in 

females on a global scale. This affliction manifests across all 

nations, affecting females of all ages after the onset of puberty, 

albeit with a greater propensity for occurrence in advanced 

stages of life [3,4]. 

 

Triple-negative breast cancer (TNBC) is an aggressive form of 

breast cancer that lacks estrogen and progesterone receptors (ER 

and PR) expression, and does not carry an amplification of 

human growth factor receptor 2 (HER2) gene [5]. TNBC 

accounts for approximately 12–17% of all breast cancers and 

demonstrates high recurrence rates [6]. TNBC exhibits a more 

aggressive clinical behavior compared to other breast cancer 

subtypes. They have distinct metastatic patterns and are 

associated with a poor prognosis [7]. TNBC accounts for about 

24% of newly diagnosed breast cancers, and their incidence 

continues to rise [8]. In 2018 alone, there were approximately 

2,088,849 reported cases of TNBC globally, making it a 

prevalent cancer among women [9]. TNBC 5-year survival rate 

is around 65% for regional tumors and only 11% for cases of 

metastatic disease [10].  

 

TNBC Prognosis  
 

Patients with TNBC have a poor prognosis [11]. Unlike other 

subtypes, TNBC is more commonly observed in pre-menopausal 

women during early life. Furthermore, TNBC exhibits a more 

aggressive expression profile, characterized by high levels of 

p54 and Ki67, as well as low Bcl-2 expression. Tumors are often 

large and have a high nuclear mitotic grade [12]. Numerous 

studies have shown that TNBC patients have lower recurrence-

free survival rates compared to non-TNBC patients. For instance, 
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the 4-year survival rate for TNBC patients is 85.5%, whereas it 

is 94.2% for non-TNBC patients [12]. Additionally, tumor 

recurrence tends to occur earlier in TNBC patients compared to 

non-TNBC patients, with an average time of 1.2 years. 

Additionally, TNBC patients have a higher risk of tumor 

recurrence and death compared to other subtypes. In fact, the 

hazard ratio for developing TNBC tumor recurrence is 4.2 in 

comparison to other cancers [13]. For triple-positive breast 

cancer, the 5-year survival rate is 91%, while for TNBC and HR-

positive/HER2-negative cancers, it is 81% and 94%, respectively 

[14]. 

 

TNBC Risk Factors  
 

The exact causes of TNBC are not fully understood; however, 

several risk factors have been identified [15,16]. These risk 

factors can be divided into modifiable and non-modifiable risk 

factors [16]. 

 

Modifiable Risk Factors  
 

The most common modifiable risk factors are alcohol intake and 

obesity [16,17].  

 

Alcohol Intake  

 

Although alcohol is an established breast cancer risk factor, the 

underlying mechanisms remain unclear [18]. Biological 

mechanisms and a causal relationship between alcohol 

consumption and the development of cancer have been reported 

for laryngeal, pharyngeal, esophageal, liver, colorectal, and 

breast cancer [17]. Alcohol increased the risk of TNBC by 7-

10% per each unit of alcohol consumed daily. This association 

between alcohol consumption and the development of BC is 

modified by the body mass index (BMI) [17]. Moreover, alcohol 

promotes TNBC cell proliferation, migration, and invasion 

through the induction of oxidative stress and the activation of 

NF-κB signaling [18].  
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Obesity  

 

According to several epidemiological studies, obesity is a 

potential risk factor for TNBC, especially in premenopausal 

women. Women older than 50 years of age with higher BMI are 

at an increased risk of TNBC and lymph node metastasis than 

those with low BMI [16,19]. Obesity also increases breast cancer 

invasion, and migration, as well as cancer, stem cell enrichment, 

and mesenchymal stem cell dysregulation in the tumor 

microenvironment, which increases the risk of TNBC [20]. 

 

Drugs  

 

Prolonged use of hormonal replacement therapy for more than 5-

7 years and the use of certain selective antidepressants, such as 

paroxetine, tricyclic, and serotonin inhibitors, have been linked 

to an increased risk of breast cancer [21]. The antibiotic 

tetracycline has also been reported to raise the risk of breast 

cancer [22].  

 

Non-Modifiable Risk Factors  
Age [SSH] 

 

According to Donepudi et al, more than 50% of breast cancers 

affect individuals over 50 years old. According to Ukasiewicz et 

al, the cancer risk rises with age as follows: 1.5% risk at age 40, 

3% risk at age 50, and more than 4% risk at age 70. Additionally, 

there is a connection between age and cancer subtype. For 

instance, TNBC is typically diagnosed in patients under the age 

of 40, while the luminal subtype is more frequent in patients 

aged 70 and above [16]. 

 

Gender  

 

Women are much more likely than men to develop TNBC. 

TNBC represents just 1% of males who develop breast cancer 

overall, as opposed to 11% of women [24].  

 

 



Immunology and Cancer Biology 

7                                                                                www.videleaf.com 

Ethnicity  

 

In comparison to women of other ethnicities, African American 

women have a higher incidence rate and a worse prognosis of 

TNBC than women of other ethnicities. Furthermore, women of 

Hispanic/Latin descent, when compared to non-Hispanic white 

women, have a greater incidence and worse prognosis of TNBC.  

Asian women experience a lower incidence of TNBC than 

women from other racial or ethnic groups [25,26].  

 

Genetic Factors  

 

Genetic mutations play a significant role in TNBC, particularly 

in genes such as BRCA1 and BRCA2 [27]. Other mutations, 

including TP53, CDH1, PTEN, STK11, and XRCC2, are 

associated with both breast cancer and TNBC [28-30]. 

Interestingly, BRCA1 mutated tumors exhibit similarities to the 

TNBC subtype, while BRCA2 mutations are more closely 

aligned with luminal-like breast cancers, specifically the 

Luminal B subtype [31]. Estimates of the probability of TNBC 

in women with BRCA1 mutations range from 50 to 80% [6,32].  

 

Family History  

 

A family history of breast cancer is one of the major risk factors 

for developing the disease, including TNBC. Approximately 13-

19% of diagnosed breast cancer patients have a close relative 

who has also had breast cancer [33]. Having a family history of 

ovarian cancer, particularly with BRCA1 and BRCA2 mutations, 

also increases the risk [34]. 

 

TNBC Subtypes  
 

TNBC is a heterogeneous disease that can be classified into 

distinct molecular subtypes based on gene expression profiling 

(Figure 1). The identification and characterization of TNBC 

subtypes have important implications for prognosis, treatment 

selection, and the development of targeted therapies.  
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Figure 1: TNBC subtypes and cell line models. TNBC gene expression 

subtypes are linked to distinct molecular features. TNBC subtypes include BL1 

(basal-like 1), BL2 (basal-like 2), IM (immunomodulatory), ML 

(mesenchymal-like), MSL (mesenchymal stem-like), and LAR (luminal 

androgen receptor) [35]. 

 

Lehmann et al proposed a classification system based on gene 

expression patterns. Initially, they identified six molecular 

subtypes: basal-like 1 (BL1), basal-like 2 (BL2), 

immunomodulatory (IM), mesenchymal (M), mesenchymal 

stem-like (MSL), and luminal androgen receptor (LAR) [36]. 

The classification was then refined and excluded the MSL and 

IM subtypes [37]. 

 

Basal-like 1  

 

The BL1 subtype is associated with a high proliferation rate and 

a more aggressive clinical phenotype [38]. BL1 tumors exhibit 

high expression of genes associated with cell proliferation and 

DNA repair pathways [39].  Studies have shown that BL1 

tumors have a higher likelihood of responding to chemotherapy. 

This subtype is often associated with a better response to 

neoadjuvant chemotherapy and a higher rate of pathological 

complete response (pCR) [38]. However, BL1 tumors may also 

have a higher risk of relapse and metastasis [38].  

 

Basal-like 2  

 

The BL2 subtype is associated with more aggressive clinical 

behavior and poorer prognosis compared to other TNBC 

subtypes [40]. BL2 tumors often have high histological grades, 
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frequent nodal metastases, and a higher risk of recurrence and 

metastasis [40]. These tumors are typically characterized by a 

high proliferation rate and exhibit gene expression patterns 

associated with cell proliferation and DNA repair pathways [40].  

In addition, the BL2 subtype has been associated with specific 

immunologic features. Studies have shown that TNBC, including 

the BL2 subtype, exhibits strong immunogenicity and 

enrichment of immune cell activities and pathways [41]. This 

suggests that immunotherapy may be a promising strategy for 

treating BL2 tumors, given the limited therapeutic options 

currently available for TNBC [41].  

 

Mesenchymal Subtype  

 

The mesenchymal subtype of TNBC is characterized by the 

expression of genes associated with mesenchymal features, such 

as extracellular matrix remodeling, cell migration, and invasion 

[37,42,43]. This subtype is often associated with a poor 

prognosis and resistance to chemotherapy [37,42]. It has been 

shown to have a low pathological complete response (pCR) rate 

to neoadjuvant chemotherapy [42]. 

 

LAR Subtype  

 

The LAR subtype is defined by the expression of androgen 

receptor (AR) [44].  It is characterized by the expression of 

luminal markers, such as AR and luminal cytokeratins, despite 

being ER-negative [45]. It is associated with older age at 

diagnosis, lower histologic grade, lower tumor stage, and lower 

proliferation index [44]. It has also been shown to have a higher 

mutational burden, with enriched mutations in genes such as 

PIK3CA, AKT1, and CDH1 [46]. Additionally, the LAR subtype 

has been associated with a worse prognosis compared to other 

TNBC subtypes [46].  In terms of treatment response, the LAR 

subtype has a differential response to neoadjuvant chemotherapy. 

Combined analysis of TNBC patients demonstrated that the LAR 

subtype had a lower rate of pCR compared to other subtypes 

[37]. However, the LAR subtype has been found to be sensitive 

to androgen receptor-targeted therapies, suggesting potential 

therapeutic options [44].  
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Signaling Pathways Deregulated in TNBC  
NF-κB Pathway  

 

NF-κB is a transcription factor that is critical for the control of 

inflammation, cell proliferation, and cell line survival [47-51] 

(Figure 2). The NF-kB superfamily of TFs was identified in 

1986 and consists of NF-κB1 (p50), NF-κB (p52), ReIA (p65), 

ReIB, and C-ReI [52-54]. The N-terminus contains ReI, which 

binds DNA, whereas the C-terminus interacts with other TFs 

[55, 56]. By complexing with inhibitor subunits IKB-α, -β, and -

γ, NF-κB exists in the cytoplasm as an inactive form [57-59]. 

 

Cell survival, stress response, proliferation, differentiation, and 

apoptosis are all regulated by the NF-κB signaling pathway [60-

64]. The IκB kinases IKKα, IKKβ, and IkKε mediate NF-κB 

activation, which leads to nuclear localization of NF-κB and 

consequent transcriptional activation [65]. The NF-κB pathway 

allows for the tight regulation of a variety of biological activities 

through the operation of both canonical and non-canonical 

pathways [66]. NF-κB can be activated by a variety of stimuli 

and interacts with other signaling pathways [53,65,67-69]. NF-

kB promotes transcription of multiple cytokines (e.g, TNF-α, IL-

1b, IL-6, IL2), chemokines (IL-8), macrophage inflammatory 

protein-1a (MIP-1a), cell adhesion molecules (e.g, B. E-selectin, 

ICAM-1, VCAM-1) and inducible pro-inflammatory enzymes 

such as NO synthase II and cyclooxygenase-2. Furthermore, 

increased NF-kB activity is associated with improved cancer cell 

survival by inhibiting apoptosis in breast and pancreatic cancer 

[70], through transcriptional regulation of anti-apoptotic proteins 

(IAPs, FLIP, and Bcl-XL) and cyclin D1 [71].  
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Figure 2: Diagram illustrating the upstream physiological and pathological 

stimuli and kinases responsible for NFκB activation in the cytoplasm, along 

with representative transcriptional activities in the nucleus [72]. 

 

TNF-α stimulates the CS pathway, which is activated by IκB 

proteins (IκBα, IκBβ, IκBε, or IκBγ) in response to UV 

radiation, cytokines, growth factors, bacteria, and mitogens [73]. 

The binding of TNFα to its receptor TNFR1 recruits a series of 

proteins including TRAF2, TRADD, and RIP. TRAF2 binds the 

complex IKKα, IKKβ, and NEMO to connect with TNFR1 and 

activates IKKβ, resulting in IκBα phosphorylation [74,75]. The 

consequent ubiquitination of IκBα frees NF-κB (p50-p65 

heterodimer) in the cytoplasm leading to its translocation to the 

nucleus, where it binds to NF-κB sites on DNA and triggers IL-6 

and chemokine production. The NCS route, on the other hand, is 

activated by growth factors, viruses, stress stimuli, and 

lipopolysaccharides. CD40, a TNF receptor, activates RelB/NF-

κB 2, which subsequently recruits TRAF2-TRAF3, connects c-

IAP to NIK, and causes NIK phosphorylation followed by 

destruction via c-IAP. NIK stimulates IKKα and degrades p100, 
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releasing p52 and RelB, which move to the nucleus and promote 

chemokine gene expression [76,77]. 

 

NF-κB has primarily been associated with the production of 

many pro-inflammatory proteins such as cytokines, chemokines, 

and adhesion molecules thus involving in the regulation of 

inflammatory response. Tumors can boost NF-κB activity by 

enhancing the production of cytokines from stromal cells and 

fibroblasts in the tumor microenvironment [78,79]. 

 

NF-κB is a key contributor to cancer development and 

chemoresistance, according to numerous studies [66,80-82]. 

Several studies report the aberrant constitutive expression of NF-

κB subunits in breast tumors [83-85]. It has been shown that NF-

κB activation promotes the growth and spread of breast cancer 

[86-88]. TNBC is characterized by  NF-κB overexpression at the 

protein level [78,79], and shows an elevated level of 

permanently active NF-κB signaling [89]. It has been shown that 

NF-κB is important for cell survival and proliferation in the 

TNBC [90]. 

 

 The majority of cytokines responsible for anchorage-

independent cell growth are synthesized by activating NF-κB. In 

addition, acetyltransferase p300 recruitment and NF-κB 

acetylation via RelA modification prolong NF-κB retention in 

the nucleus, increasing its tumorigenicity. NF-κB increases IL-6 

production and results in the maintenance of this positive loop, 

exacerbating the problem [91]. 

 

Analysis of TNBC tissue expression in comparison to nearby 

normal breast tissue revealed that NF-κB is a critical regulator of 

the molecular TNBC phenotype [92]. Moreover, in an immune-

activated subtype of TNBC, Ikkε in conjunction with Jak/Stat 

signaling may increase cytokine activation and carcinogenesis. 

In various situations, Ikkε collaborates with either MEK or non-

canonical NF-κB to drive the growth of TNBC cells [93].  

 

 

 



Immunology and Cancer Biology 

13                                                                                www.videleaf.com 

PI3K/AKT Pathway and Its Activation in TNBC  
 

The PI3-kinase (PI3K) signaling pathway in breast cancer plays 

a crucial role in relating receptor tyrosine kinase (RTK) 

signaling to the control of cell growth and survival, and its 

molecular mechanisms [94]. Protein kinase B (commonly known 

as AKT) and mammalian target of rapamycin (mTOR) are the 

most important effectors downstream of PI3K. Multiple 

phosphatases, including phosphatase and tensin homologue 

(PTEN) and inositol polyphosphate-4-phosphatase type II B 

(INPP4B), control the pathway. This pathway has a critical 

oncogenic function in cancer, interacting extensively with other 

canonical signaling pathways to induce tumor progression and 

resistance against treatments [95]. Activating events in 

oncogenes PIK3CA, AKT, and MTOR, as well as inactivating 

events in tumor suppressor genes PIK3R1, INPP4B, PTEN, 

TSC1, TSC2, and LKB1, all contribute to a hyperactivated PI3K 

pathway [96]. In TNBC, PIK3CA is the second most commonly 

mutated gene after TP53, with additional inactivating changes in 

PTEN [97] and activating mutations in AKT1. Pathway 

mutations/alterations are seen in 25% of primary TNBC and 

probably at a greater frequency in metastatic TNBC [98]. 

 

PI3KCA Activating Mutations  

 

Phosphoinositide-3 kinases (PI3Ks) are intracellular signaling 

enzymes that phosphorylate the free 3-hydroxyl of 

phosphoinositides in the cell membrane. The various PI3Ks are 

typically classified into classes, with class I PI3K being the most 

often changed in cancer, and consisting of a heterodimer 

comprised of a regulatory (p85) and a catalytic (p110) subunit. 

The regulatory subunits (p85a and p85b) and catalytic subunits 

(p110a, b, c, and d) have numerous paralogues [99]. The most 

common activating mutations in TNBC occur in the p110a 

(alpha subunit encoded by PIK3CA), which is mutated in 9% of 

primary TNBC cases [100]. PIK3CA mutations activate alpha 

PI3K, resulting in increased phosphorylation and accumulation 

of PtdIns-3,4,5-P3 and/or PtdIns-3,4-P2 in the membrane, hence 

activating downstream pathways [98]. 
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AKT1 Activating Mutations  
 

AKT1 mutations are observed in a variety of tumor types, 

including breast cancer, with 2.5% of cases having a mutation 

leading to a single amino acid change, E17K [101]. The AKT 

family, which consists of three distinct isoforms (AKT1, AKT2, 

and AKT3), forms a node downstream of PI3K [102]. AKT 

signaling plays several roles including survival, cell 

proliferation, cell cycle control, and metabolism. An 

antiapoptotic function was previously demonstrated by 

phosphorylation and inhibition of antiapoptotic proteins such as 

BAD and BAX (both involved in the caspase pathway) as well 

as NF-kB acting as a transcriptional factor for antiapoptotic gene 

expression), which are turned on in response to stress and 

resulting in cell death [103]. 
 

Increased expression of AKT1 has been demonstrated to 

influence cell proliferation via S6 and cyclin D1, whereas AKT2 

controls cytoskeleton components [104]. Moreover, the AKT3 

isoform has been found to be notably overexpressed in TNBC at 

both the protein and mRNA levels, promoting cell proliferation 

and tumor development but not invasiveness [105]. AKT 

phosphorylation is greatly elevated in TNBC relative to luminal 

breast cancer, which is a hallmark of AKT activation in TNBC 

[100]. Alternative AKT activation genetic events are unknown 

outside of the AKT1 E17K activating mutation. Although AKT1 

L52R, Q79K, and D323Hnd are uncommon mutations, they have 

been shown to increase AKT1 activity in comparison to the wild-

type [106]. AKT2 [107] and AKT3 [108] have both been found 

to carry the E17K mutation. Except for AKT1 E17K, all genetic 

changes that activate AKT are uncommon in TNBC. 
 

mTOR Activating Mutations  
 

The mammalian target of rapamycin (mTOR) can give rise to 

two complexes mTORC1 and mTORC2. mTOR mutations are 

detected in just 1.8% of TCGA primary breast cancer patients, 

with a tiny proportion identified as probable drivers [109]. Other 

rare mTOR activating mutations have been discovered, such as 

mutations in the tumor suppressor LKB1, which upregulates 

mTOR and promotes downstream pathway activation [109], and 

mutations in the TSC1-TSC2 complex, which acts as an inhibitor 
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of mTORC1 and enhances mTORC2 activation [110]. Unlike 

genetic activation, PI3K and MAPK signaling both activate 

mTOR [111]. 
 

PTEN Inactivating Mutations  
 

The Cancer Genome Atlas Networks of the 

comprehensive molecular landscape of breast cancer revealed 

that PTEN mutation/loss of expression affects up to 35% of 

basal-like TNBC. The PTEN protein functions as a tumor 

suppressor by dephosphorylating phosphatidylinositol (3,4,5)-

trisphosphate (PIP3), which inhibits AKT and the remaining 

signaling cascade [112]. Lack of PTEN activates PI3K, in 

particular the PI3K beta (PIK3CB) isoform via its lipid kinase 

domain [113, 114]. Lack of PTEN at the genetic or proteomic 

level is associated with a higher risk of breast cancer and is 

related to a poor prognosis, reduced estrogen receptor 

expression, and overall negative phenotypes [115-117]. TNBC 

was related to PTEN loss in the TNBC subgroup of an African 

American and Hispanic/Latina women research comprising 318 

patients [118]. The loss of PTEN was also related to increased 

tumor size, high grade, recurrence, and triple-negative phenotype 

in a tissue microarray of 1000 primary breast tumors from 

Middle Eastern ethnicity using immunohistochemistry (IHC) and 

fluorescence in situ hybridization [119]. PTEN mutations are 

common in TNBC, with 15% experiencing genetically driven 

loss of function [100]. Detecting which PTEN alterations bestow 

significant loss of function to be targetable and the best approach 

for recognizing this loss of function remains a big difficulty. 

Truncating and frameshift mutations, as well as homozygous 

deletion, are examples of targetable inactivating mutations. 

Single nucleotide variations, on the other hand, are often of 

unknown pathogenicity, with many probable passenger 

mutations. However, several hotspot mutations such as R130X, 

R233X, and R335X are also likely pathogenic [120,121]. 
 

Silencing mutations in a single wild-type allele may result in 

haploinsufficiency because PTEN mutants heterodimerize with 

the wild-type protein, creating a hypofunctional PTEN protein 

[122]. Epigenetic control of the promoter via methylation has 

also been found [123], which may inactivate the wild-type allele 
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in heterozygous situations, rendering PTEN activity completely 

inert. 
 

INPP4B Loss  
 

INPP4B is another phosphatase in the PI3K pathway and its 

knockdown leads to a boosted AKT pathway. Decreased 

INPP4B level, which is rarely caused by chromosomal events, is 

most common in basal-like breast cancer [124,125]. Instead of 

PIP3 dephosphorylation by PTEN, INPP4B dephosphorylates 

phosphatidylinositol (3,4)-bisphosphate (PIP2) [126]. 
 

The Epidermal Growth Factor Receptor (EGFR)  
 

The epidermal growth factor receptor (EGFR) is a member of the 

receptor tyrosine kinase (RTK) class of cell surface receptors. 

The EGFR family includes four tyrosine kinase receptors 

(EGFR/HER1, HER2, HER3, and HER4).  Following its 

activation upon ligand binding, EGFR forms homo- or hetero-

dimers and undergoes autophosphorylation at tyrosine residues 

in its intracellular catalytic domains. The activation of EGFR 

leads to cellular proliferation, survival, angiogenesis, invasion, 

and metastasis. The abnormal expression of EGFR has been 

associated with the causation of numerous human epithelial 

malignancies, including breast cancer, head and neck squamous 

cell carcinoma, non-small cell lung cancer, colorectal cancer, 

pancreatic cancer, and brain cancer [127]. EGFR is 

overexpressed in more than 50% of TNBC patients [128]. The 

elevated copy number and surface expression of EGFR seem to 

be a prognostic predictor of poor overall survival (OS) and 

disease-free survival (DFS) in TNBC [129]. 
 

Targeting Signaling Pathways for TNBC 

Treatment  
Targeting the PI3K/AKT Pathway  
 

The mTOR pathway is aberrantly expressed in individuals with 

TNBC and associated with poor prognosis [130]. The 

PI3K/Akt/mTOR pathway contributes to cancer cell growth, 

proliferation, and vasculature through the initiation of a cascade 

of phosphorylation reactions (Figure 3). Overexpression of AKT 

has also been attributed to tumor metastasis and invasion [131]. 
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The PI3K/Akt pathway culminates in the mTOR signaling 

cascade, which consists of two functionally different complexes, 

mTORC1 and mTORC2. The mTORC1 pathway increases 

mRNA translocation and phosphorylates various substrates 

necessary for anabolic activity. There are six categories of 

inhibitors of the PI3K/AKT/mTOR network: Pan-class I (PI3K 

inhibitor), isoform-selective (PI3K inhibitor), rapamycin analogs 

(also known as rapalogs, which include Everolimus, 

Temsirolimus, and Deforolimus), active site (mTOR inhibitor), 

Pan-PI3K/mTOR inhibitor, and AKT inhibitors [132]. In certain 

situations, tackling both mTOR and a specific PI3K isoform 

simultaneously may result in better therapeutic efficacy 

compared to PI3K inhibition alone. 

 

 
 
Figure 3: Possible druggable targets in the PI3K/AKT/mTOR pathway in 

TNBC. Activation of PI3K in the cytoplasm results from activating mutations 

in the α catalytic unit and/or loss of PTEN and/or PIPP. Alternatively, receptor 

tyrosine kinase activation occurs through homodimerization or 

heterodimerization with other HER family members, such as HER2. Activated 

EGFR initiates downstream signaling via the PI3K/AKT/mTOR and RAS-

MEK pathways, promoting cell proliferation and survival. Lines with wider 

ends indicate the inhibitory activity of targeted therapies, while lines with 

arrowheads indicate the stimulatory activity of upstream molecules. ADC: for 

Antibody Drug Conjugate, EGFR: epidermal growth factor receptor, HER: 

human epidermal receptor, mTORC: mechanistic target of rapamycin complex, 

PTEN: for phosphatase and tensin homolog, PIPP: proline-rich inositol 

polyphosphate, TKI:  tyrosine kinase inhibitor [133]. 
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Rapamycin and paclitaxel both affect the PI3K/AKT/mTOR 

pathway, thereby serving as crucial components of TNBC 

therapy. Despite a shortage of data supporting synergy between 

anti-EGFR and mTOR inhibitors, the combination of mTOR 

antibodies and EGFR inhibitors has shown enhanced efficacy 

compared with anti-mTOR treatment alone in breast cancer 

[134]. In TNBC patients, an innovative oral AKT inhibitor, 

ipatasertib, has been demonstrated to promote progression-free 

survival while triggering the PI3K/AKT pathway [135]. 

Nonetheless, novel inhibitors that can effectively target the 

PI3K/Akt/mTOR pathway for TNBC treatment are urgently 

required [136]. 

 

Targeting the NF-κB Pathway  
Panepoxydone (PP)  

 

Panepoxydone (PP), a compound isolated from Lentinus crinitus 

(edible mushroom), disrupts NF-kB-mediated signaling by 

inhibiting IkB phosphorylation [137]. The antitumor effect of PP 

appeared to be related to its ability to inhibit IkBa 

phosphorylation, with an accumulation of NF-kB in the 

cytoplasm. PP treatment also reduced FOXM1, vimentin, zeb1, 

and slug expression while increasing E-cadherin expression, like 

what is observed following NF-kB silencing.  

 

NF-kB has been shown to be overexpressed in TNBC tumors 

and may be responsible for the tumor's aggressiveness. NF-kB 

plays an important role in many signaling pathways, including 

those involved in cancer development and progression [138]. PP 

shows strong anti-tumor effects on all breast cancer cells in a 

dose- and time-dependent manner. The mechanism of action of 

PP seems to involve NF-kB, which is evident through the 

movement of NF-kB from the nucleus to the cytoplasm. This 

shift is associated with a decrease in pIkB and an increase in 

total IkB expression across all cell lines [139].  

 

PP treatment reduces the expression of cyclinD1 and survival, a 

member of the Inhibitor of Apoptosis (IAP) family that is highly 

expressed in most human tumors, including breast cancer [140]. 

Taken together, these results demonstrate the mechanisms by 
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which PP exerts its antitumor effects, specifically via modulation 

of apoptotic-related proteins and modulation of DNA repair via 

PARP cleavage. 

 

Results indicate that treatment with PP has a direct effect on 

aggressive features of breast tumors, such as cell migration and 

invasion, however, as in the cytotoxicity experiments, there is 

differential efficacy across cell lines. PP treatment inhibited 

TNBC cell lines' invasiveness differently. A significant reduction 

in migration and invasion was observed in all TNBC cell lines 

[141]. Interestingly, NF-kB silencing reduces expression of 

FOXM1, like PP treatment, which is associated with 

upregulation of E-cadherin expression and downregulation of 

Vimentin, Slug, and Zeb1. These results indicate the potential of 

PP to downregulate FOXM1 and well-established mesenchymal 

markers as well as to induce expression of the epithelial marker 

E-cadherin in breast cancer cells. Taken together, these findings 

show that PP-induced EMT reversal occurs in breast cancer cells 

via FOXM1 inhibition [141]. 

 

Rh1  

 

Studies have shown that bioactive substances can prevent BC 

metastasis by targeting several signaling pathways, such as 

EGFR and STAT, as well as regulating the production of ROS 

[142]. One of the minor ginsenosides and metabolites produced 

by the gut microbiota by Re and Rg1 is Rh1 [143]. Rh1 has 

several pharmacological actions, such as anti-inflammatory, anti-

cancer, and antibacterial properties [144].  

 

According to reports, STAT3 activation promotes cell invasion 

and migration and is associated with the upregulation of MMP2 

and MMP9 or interleukin-22 expression [145]. Through 

phosphorylation of NF-kB p65 and forming connections with it, 

STAT3 facilitates the advancement of TNBC by activating a 

signalling pathway associated with the activation of genes linked 

to cancer or immune cell metastasis [146]. MMPs' gene 

expression was boosted by the activation of the NF-kB or 

STAT3 promoter, whose signals cause cancer to metastasize 

[147]. 
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In line with earlier studies, it was shown that Rh1 therapy greatly 

reduced p-STAT3 nuclear accumulation and altered the nuclear 

localization and promoter activity of NF-B p65. Rh1 therapies 

reduced NF-B p65 phosphorylation, which was lowered by 

STAT3 activity inhibition caused by static treatments. 

Additionally, Rh1 inhibited phosphorylated p65 nuclear 

translocation, but STAT3 inhibition inhibited phosphorylated 

p65 nuclear translocation just as effectively as BAY, a particular 

inhibitor of NF-B activation. Additionally, static or BAY 

administration totally reversed the effects of Rh1-inhibited NF-

B-Luc activity. The regulation of cell metastatic functions 

through NF-B transcriptional targets, MMP2, and MMP9 

expression was achieved in this process by Rh1-induced mtROS 

generation, which was also engaged in the inhibition of STAT3 

and NF-B activation [148].  

 

Targeting the EGFR Pathway 
 

EGFR is an attractive candidate for targeted therapy for TNBC, 

as aberrant cellular responses have been reported in 89% of 

TNBC patients [149]. Such dysregulation in EGFR signal 

transduction, which has been described in numerous cancer 

types, is governed by multiple molecular mechanisms, namely 

overexpression either due to gene amplification or epigenetic 

events [150] (Figure 4). EGFR overexpression has been 

implicated in tumour proliferation, angiogenesis, and metastasis 

[151]. For TNBC targeted therapy, EGFR is currently targeted 

using two classes of inhibitors: monoclonal antibodies (mAbs) 

and small-molecule tyrosine kinase inhibitors (TKIs).  TKIs 

target the intracellular domain (ICD) of EGFR, while its 

extracellular domain (ECD) is targeted by mAbs [150, 151]. The 

latter can trigger an immune reaction in the host against the 

tumor, thereby enhancing the efficiency of the drug [152]. 

 

Gefitinib, an EGFR inhibitor, has been evaluated due to its 

potential to reduce cancer cell proliferation. Additionally, 

combining gefitinib with carboplatin and docetaxel has been 

investigated to enhance the cytotoxic effects of these 

chemotherapeutic agents [151]. Furthermore, clinical trials for 

TNBC treatment evaluated other EGFR inhibitors such as 
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erlotinib and lapatinib, which belong to the class of TKI, and 

cetuximab and panitumumab (monoclonal antibodies). However, 

such single-agent therapeutics have failed to yield satisfactory 

outcomes, urging researchers to explore combination therapy 

[150]. When compared to individual treatments, the combination 

of cetuximab with the chemotherapies carboplatin or cisplatin 

demonstrated better therapeutic responses in advanced TNBC 

cases [153]. Similarly, a tri-inhibitor combination, including 

gefitinib, carboplatin, and docetaxel, revealed synergistic effects, 

which led to improved cytotoxicity against TNBC cells [154].  

 

 
 

Figure 4: EGFR signal transduction pathway. The activation of the receptor 

tyrosine kinase happens through homodimerization or heterodimerization with 

other HER family members, such as HER2. Once activated, EGFR initiates 

downstream signaling through the PI3K–AKT–mTOR and RAS-MEK 

pathways, fostering cell proliferation and survival. The alternative cytoplasmic 

activation of the EGFR kinase domain by GPCR and the nuclear activity of 

EGFR is also illustrated. Lines with flat ends signify the inhibitory activity of 

targeted therapies, while lines with arrowheads represent the stimulatory 

activity of upstream molecules. Abbreviations include Antibody Drug 

Conjugate (ADC), Epidermal Growth Factor Receptor (EGFR), G-Protein 

Coupled Receptor (GPCR), Human Epidermal Receptor (HER), monoclonal 

antibodies (mAbs), triple-negative breast cancer (TNBC), and tyrosine kinase 

inhibitor (TKI) [155]. 
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Combination Therapy in TNBC  
Pembrolizumab Combination with Chemotherapy  
 

Pembrolizumab, an immune checkpoint inhibitor, has received 

FDA approval for the treatment of high-risk, early-stage TNBC 

[156]. In combination with chemotherapy, it is approved as a 

neoadjuvant treatment before surgery and can be continued as a 

single agent for adjuvant treatment after surgery. Additionally, 

pembrolizumab, in combination with chemotherapy, has gained 

regular FDA approval for locally recurrent unresectable or 

metastatic TNBC, specifically in tumors expressing PD-L1 

(Combined Positive Score [CPS] ≥10), as determined by an 

FDA-approved test (Figure 5). These approvals are based on 

positive results from the KEYNOTE-522 trial, highlighting the 

efficacy of pembrolizumab in improving outcomes for TNBC 

patients in both early and advanced stages. This signifies 

pembrolizumab as a significant therapeutic option, particularly in 

the neoadjuvant and adjuvant settings, offering new possibilities 

for the treatment of TNBC [156]. 

 

Platinum/PARP Inhibitor  
 

The first developed PARP inhibitor, nicotinamide, naturally 

exists in cells [157] and forms a core pharmacophore binding to 

the nicotinamide pocket of PARP-1 [158]. The synthetic PARP 

inhibitor, 3-AB, designed to mimic nicotinamide, displayed 

synergistic effects with genotoxic agents but had limited clinical 

use due to low potency (IC50=30 µM) and selectivity [159]. 

Multiple generations of PARP inhibitors have since been 

developed to enhance potency and selectivity. As of now, the 

Food and Drug Administration has approved three PARP 

inhibitors for clinical use: niraparib, rucaparib, and olaparib. 

Other candidates like veliparib, talazoparib, and iniparib are 

undergoing evaluation in preclinical studies and clinical trials 

[160]. 

 

Platinum compounds, widely used in chemotherapy for various 

cancers, create intra-strand DNA adducts, causing replication 

fork collapse and DNA breaks. The primary DNA lesions, intra-

strand DNA crosslinks induced by platinum, are predominantly 
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repaired through the PARP/BER DNA repair pathway. Platinum 

resistance is closely associated with DNA repair pathway 

activity [161]. Combining a PARP inhibitor with platinum 

therapy has been investigated in preclinical studies across cancer 

types (Figure 5). Early research demonstrated that 3-AB 

overcame cisplatin resistance, enhancing cell cycle arrest and 

apoptosis [162]. Similarly, the PARP inhibitor PJ34, in 

combination with platinum, suppressed TNBC and 

hepatocellular carcinoma both in vitro and in vivo [163]. 

 

TME Targeting for Neoadjuvant Treatment  
 

The tumor microenvironment (TME) in TNBC is implicated in 

immune suppression, evasion from immune surveillance, and the 

development of drug resistance. Recognizing the potential of 

TME as a treatment target for TNBC, active investigation into 

TME-targeted therapies is underway [164]. Tumor-associated 

macrophages (TAMs) play a role in promoting TNBC 

progression and metastasis by releasing inhibitory cytokines, 

diminishing the functions of tumor-infiltrating lymphocytes 

(TILs), favoring regulatory T-cells (TREG), and modulating PD-

1/PD-L1 expression in TME [165]. 

 

Clinical trials are exploring TME-targeted therapies in 

combination treatment, and one such combination involves 

cabiralizumab, an antibody inhibiting the colony-stimulating 

factor-1 receptor (CSF1R). Cabiralizumab works by blocking the 

activation and survival of macrophages. Combining 

cabiralizumab with immune checkpoint inhibitors and 

neoadjuvant chemotherapy is proposed to enhance efficacy by 

reducing TAMs and increasing TILs in early-stage TNBC [166]. 

An ongoing clinical trial (NCT04331067) is investigating the use 

of cabiralizumab in combination with nivolumab and 

neoadjuvant chemotherapy in patients with localized TNBC. 

This approach represents a novel strategy to modulate the TME 

and enhance the effectiveness of TNBC treatment [164]. 
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Figure 5: An overview of the current combinations being evaluated in clinical 

trials for the treatment of TNBC. These treatment approaches encompass 

immunotherapy as well as a range of molecular targeted therapies, which 

consist of inhibitors targeting intracellular pathways, cell cycle control, and 

androgen receptor (AR). Notable among these are antibody-drug conjugates 

(ADCs), bromodomain-containing 4 (BRD4) inhibitors, immune checkpoint 

blockade (ICB), monoclonal antibodies (mAb), and poly-adenosine 

diphosphate ribose polymerase (PARP) inhibitors [167]. 

 

Conclusion  
 

In conclusion, understanding the intricate molecular pathways in 

triple-negative breast cancer (TNBC), including the pivotal roles 

of NF-κB, PI3K/AKT, and EGFR, unveils potential targets for 

therapeutic interventions. As we delve into targeted treatments, 

the promise of combination therapies, such as pembrolizumab 

with chemotherapy, platinum/PARP inhibitor combinations, and 

TME-targeted approaches, emerges. Ongoing clinical trials 

signify a dynamic landscape of advancements, offering hope for 

more effective and personalized strategies in the management of 

TNBC, a challenging and aggressive subtype of breast cancer. 

The integration of molecular insights with evolving treatment 

modalities holds promise for improving outcomes and 

transforming the clinical landscape for TNBC patients. 
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Abstract  
 

Synthetic biology is a multidisciplinary field of study that tries to 

develop new biological components, devices, and systems, as 

well as remodel existing systems found in nature. It is created 

when engineering science meets biological science, it combines 

biology and engineering to create new biological systems which 

currently do not exist in nature. As the immune system serves as 

the first line of defense against infections and plays a crucial role 

in chronic diseases, the development of immune-based therapy 

involves manipulating the immune system both endogenously 

and exogenously. Now, synthetic biology can be used in the 

context of medicine, to engineer biological systems with 

structures and functions not found in nature to process 

information, maintain cell environment, even enhance human 

health, and discover new therapeutic targets for the treatment of 

various diseases so that methods based on this platform enable 

the design of new strategies for the treatment and diagnosis of 

cancer, immune diseases, metabolic disorders, and infectious 

diseases.  However, challenges loom at every stage of the 

process in synthetic biology, from part characterization to system 

design and assembly. Herein, we will describe the recent 

synthetic biology-based developments as novel therapeutics for 

cancer, bacterial drug resistance, natural drug synthesis, 

autoimmunity, neurodegenerative, and infectious diseases, 

highlighting the challenges faced in immune based therapies and 

synthetic biology. 
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Introduction  
 

Everything living or nonliving is just chemicals made from 

atoms. Fish are just potages of atoms, but what makes the fish 

alive is how the atoms are structured, by a special kind of 

molecule, the DNA. Every living creature has a code that makes 

it develop, reproduce, and converge. 20 years ago, scientists 

learned to read a creature’s entire genome. As biologists got 

better at this, as Stanford professor Drew Endy, a new kind of 

science was born, called “Synthetic Biology” [1]. Some of the 

most challenging global health issues require novel, technology-

enabled alternatives to traditional approaches for developing 

novel human health solutions, where solutions must combine 

ground-breaking science with being useful, affordable, and 

accessible to those in need [2]. Synthetic biology is a recent field 

that is currently growing quickly. This prompts the query of 

what distinct contributions synthetic biology makes that cannot 

be met by other means. A synthetic biology method tries to solve 

issues through the creation of new models rather than only 

through research and observation, which sets it apart from a 

purely biological approach. By combining biology, chemistry, 

and engineering, this method offers a fresh viewpoint on several 

long-standing biological issues.  

 

Building and simulating biological systems aids in a deeper 

comprehension of pertinent biological phenomena and paves the 

way for the creation of more accurate, predictable methods of 

biological manipulation in the fields of agriculture, bioenergy 

production, and medicines (Figure 1). Contributing to the 

development of biomedical breakthroughs is one of the goals of 

synthetic biology. Among these difficulties is the escalating 

bacterial antibiotic resistance [3], the rapid introduction of novel 

infectious diseases [4], and the evolving cancer medication 

resistance [5]. Synthetic biology anticipates the creation of 

specially crafted, easily controlled, and secure devices that 

would support human immune systems and correct metabolic 

anomalies to solve these issues. This review focuses on current 

synthetic biology based potential treatments as promising future 

disease therapies. We will go through several synthetic biology 

techniques that have recently been applied to research into 

disease mechanisms. 
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Figure 1: Synthetic biology applications. The figure is segmented into three 

distinct areas: Bioenergy Production, Biomedical Applications, and 

Environmental Applications. Bioenergy Production encompasses the 

generation of biodiesel, hydrogen, and methane. Biomedical Applications 

involve the production of pharmaceuticals such as artemisinin and cancer 

therapeutic agents, and the process of tissue engineering for artificial tissue 

homeostasis and programmed tissue regeneration. Environmental Applications 

focus on environmental remediation, toxin sensing, and explosive sensing, 

highlighting the diverse applications of the depicted processes [6]. 

 

Synthetic Biology Meets Medicine: Applications 

of Synthetic Biology in Developing Diagnostics 

and Therapeutics  
 

Current global pandemics demonstrate that the approach to 

disease diagnosis, treatment, and prevention necessitates the 

organized and efficient use of ever-increasing amounts of 

biological data and bioengineering techniques to maximize 

responsiveness and to be prepared for future threats to human 

health [7]. Over the last two decades, synthetic biology has 

offered enormous potential in a wide range of applications. For 

instance, the primary goal of synthetic biology is to genetically 

change cells and redesign/synthesize regulatory systems to aid in 

disease diagnosis and treatment [8].  

 

In the context of diagnostics, the vital first step in treating a 

disease is determining if it is present or not, making diagnostics a 
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vital component of public health. The primary goal of 

diagnostics development is to improve clinical performance, 

such as increased sensitivity, specificity, and quantification 

accuracy, as well as assay characteristics, such as shorter time to 

results, lower cost, greater portability, simplified workflow, and 

contaminant resistance [7]. For that synthetic biologists have 

begun to direct their bio-molecular engineering approaches 

toward this goal, yielding promising results that could lead to the 

development of new classes of low-cost, easily accessible 

diagnostics [9].  

 

 
 

Figure 2: Synthetic Biology: Infusing Engineering Principles into 

Bioengineering. Synthetic biology encompasses systems design and 

fabrication. Each part has its specific prerequisites and inputs. Ultimately, 

synthetic biology delivers novel biological entities with improved functionality 

[6]. 

 

Synthetic biologists are applying rational engineering principles 

to the development of novel biosensing devices, which include a 

sensor that detects desired signal(s) from in vitro or in vivo 

environments, a processor that is a simple or multiplex synthetic 

circuit capable of processing received signals, integrating them 

with medical knowledge, and classifying patient conditions into 

clinical categories, and a reporter that displays assay results as 

chemical, biological, electronic, or a combination of these 

(Figure 2). These synthetic systems can be developed in a variety 

of ways, either as standalone diagnostic or diagnostic-therapeutic 

assays/devices or as components of conventional assays/devices. 

For instance, in vitro assays are made up of synthetic genes and 

oligonucleotides, synthetic multifunctional antibodies, or 

multiepitope and chimeric antigens that are printed on paper or 
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integrated into traditional testing platforms for probing or 

detection. For example, Geraldi et al. highlighted two synthetic 

biology-based In Vitro Diagnostics (IVD) systems, synthetic 

RNA-CRISPR/Cas-based biosensors that have been shown to 

detect and report various nucleic acid biomarkers from 

pathogens with high accuracy and sensitivity, relatively simple 

logistics, and low development and operational costs [10]. In 

another example, fluoromycobacteriophages are genetically 

altered phages that have been produced for phage-based 

diagnostics to identify pathogens such as Staphylococcus aureus, 

Listeria, E. coli, and Bacillus anthracis [11]. Moreover, Ye et al., 

for example, created a synthetic insulin-sensitive mammalian 

transcription circuit capable of detecting and correcting insulin 

resistance in vivo [12].   

 

On the other hand, it is vital not only to detect an illness but also 

to employ the proper treatment. However, there are certain 

biomedical challenges such as increasing bacterial antibiotic 

resistance [3], the rapid emergence of new infectious diseases 

[4], and the evolution of cancer treatment resistance [13]. To 

overcome such challenges, synthetic biology envisions the 

development of specially made, easily controlled, safe devices 

that would support human immune system and solve metabolic 

disorders [14]. 

 

In this context, an example of synthetic biology-based 

therapeutics is the use of modified T cells, such as chimeric 

antigen receptor T cell immunotherapy (CAR-T), which is used 

to treat leukemia. Tisagenlecleucel was the first CAR-T 

treatment authorized by the FDA to treat cell acute 

lymphoblastic leukemia (ALL), a cancer that affects B 

lymphocytes (or B cells) in the immune system [15]. Another 

successful examples have been the manufacture of terpenoid 

chemicals in E. coli [16] and Saccharomyces cerevisiae [17] that 

can be employed in the manufacturing of anti-malaria 

medication, and synthetic mammalian gene circuit was utilized 

to find novel antituberculosis drugs [16]. Also, synthetic biology 

can be used in the design and modification of viruses to 

efficiently deliver healthy genes to the target tissue, facilitating 

precise recombination and integration of synthetic genes with the 
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existing genome [18]. Furthermore, it aids in the understanding 

of the complex traits of a disease, which paves the way to 

address these difficulties through personalized medicine [19].  

 

Thus, synthetic biotics, like many other medical therapies under 

clinical trials, hold great promise for preventing, diagnosing, and 

treating diseases, as well as lowering future mortality and 

morbidity rates. Synthetic biology has the potential to boost the 

availability and efficacy of treatments as well as supply rapid 

diagnostic testing for bacterial illnesses. The risk of incorrect 

use, on the other hand, needs controls to prevent potential 

chemical and biological risks and ensure that this technology 

helps the greater good. If these novel medicines are effective in 

the market in the future years, they will contribute to the 

transformation of modern medicine. 

 

Immunology-Related Applications of Synthetic 

Biology: Promising Cures for Autoimmune 

Disorders  
 

The primary functions of the immune system lie in protecting the 

body against foreign antigens and activating repair systems to 

heal damaged tissues. Unfortunately, immune malfunctions can 

occur in several conditions, thus being a root cause of diseases in 

the body. Autoimmune disorders are one of the immune 

malfunctions where the immune system fails to distinguish 

between self and non-self; as a result, immune cells will attack 

self-antigens and destroy them [20]. Both aspects of the immune 

system, innate and adaptive immunity, take part in the contribute 

to autoimmune disorders [21]. This state of self-intolerance 

induces the production of autoantibodies and autoreactive T cells 

against self-bodies. Over 80 types of autoimmune disorders are 

diagnosed worldwide including multiple sclerosis (MS), 

systemic lupus erythematosus (SLE), type 1 diabetes (T1D), etc.. 

[22]. 

 

Defects in the production of mature B and T cells remain a 

leading etiology for the development of self-intolerance status 

[23]. This made B and T lymphocytes targets for therapeutic 

approaches against autoimmune disorders, and thus cellular 
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immunotherapy became a breakthrough in the treatment of 

autoimmunity. Immune cells are engineered to eliminate 

autoreactive immune effectors [24]. Monoclonal antibodies are 

one of the approaches for treating B cell-mediated 

autoimmunity, such as in the case of Rheumatoid Arthritis (RA) 

[25]. Rituximab is an anti-CD20 chimeric monoclonal antibody, 

designed against B-cells expressing CD20 antigens. It causes 

depletion of pre-B cells and mature B cells expressing CD20 via 

several mechanisms including B cell apoptosis, antibody-

dependent cellular toxicity, and complement-dependent cellular 

toxicity [26]. This approach showed significant improvement in 

patients with RA [25]. Moreover, chimeric antibodies have been 

studied as a treatment for Systemic Lupus erythematosus. These 

chimeric antibodies were able to selectively target double 

stranded DNA-specific B cells at early stages of differentiation, 

causing their silencing and inactivation [27].  

 

Equipped with chimeric antigen receptor (CAR), engineered T 

cells showed significant success in treating B-cell malignancies 

and leading to lasting remission periods [28]. This paved the way 

for directing CAR-T cell therapy toward B-cell mediated 

autoimmune diseases. CARs are synthetic receptors, having 

fragments of the single chain variable fragment (scFv) from the 

antibody, and instruct the immune cells to attack specific targets. 

Thus, allows taking further advantage of the specificity of 

autoantigens as tools for designing autoimmune therapies [29]. 

To study the efficacy of cell-based therapy against SLE, CD19 

targeted CAR T-cells were administered to SLE mice models. 

Results showed depletion of CD19+ B cells, effective 

elimination of autoantibodies, reduction in lupus manifestations, 

and increased lifespan of the mice [30]. This approach helped 

overcome limitations seen in the course of treating SLE by 

monoclonal antibody technology and highlighted the superiority 

of CAR-T cell therapy [30]. However, depletion of B cells can 

raise risks of hypogammaglobulinemia, thus requiring a more 

pathogenic B cells specific approach [31]. Chimeric 

Autoantibody Receptor (CAAR) T cell therapy helped in 

targeting autoreactive B-cells through B cell receptor (BCR) 

specificity, and this technique showed promising results in cases 

of Pemphigus vulgaris (PV) autoimmune disease [32]. During 
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PV, autoantibodies are secreted against the keratinocyte adhesion 

protein desmoglein 3 (Dsg3). Accordingly, T-cells were 

engineered to express Dsg3-specific CAAR, enabling these T-

cells to specifically target and destroy B-cells expressing anti-

Dsg3 BCR [32]. CAAR-T cell therapy has been also applied in 

approaches to treat Myasthenia gravis (MG) disease, an 

autoimmune disorder where autoantibodies are secreted against 

muscle-specific tyrosine kinase (MuSK) [33]. In vivo results in 

mice showed the efficacy of MuSk CAAR T-cells in depleting B 

cells bearing anti-MuSK BCR [33]. 

 

CAR T-cell therapy has shown promising results in terms of 

efficacy and safety; however, a set of roadblocks exist. 

Limitations include HLA compatibility with donors, 

cytotoxicity, and the sophisticated manufacturing process [28]. 

Similarly, the production of CAAR T-cells is also difficult to 

standardize [34]. Thus, CAR engineering has gone beyond T 

cells, where other immune cells have been studied, including 

Natural Killer (NK) cells [35]. CAR-NK cell therapy 

administration in B-cell cancer patients showed significant 

clinical response to the treatment without adverse side effects 

[35]. Eventually, CAAR-NK cell therapy has been studied in the 

battle against autoimmune diseases. Autoantibodies against 

La/SSB are detected in patients with several immune diseases 

including Systemic Lupus Erythematosus (SLE) and Sjögren's 

syndrome (SS) [34]. NK92MI cell line was used to engineer 

La/SSB CAAR NK-cells and then co-cultured with anti-La/SSB 

autoantibody positive whole blood samples from SLE and SS 

patients. In vitro results showed selective killing of B-cells 

expressing anti-La/SSB BCR, indicating promising results for 

this technology [34]. 

 

The aforementioned techniques are based on the engineering of 

effector T cells, which can end up in critical complications in 

case of an askew [36]. As an alternative, regulatory T cells 

(Tregs) are approached as key players in the CAR technology 

against autoimmune diseases [36]. Tregs possess an 

immunosuppressive power to control autoimmunity, such as in 

the case of RA. Patients with RA have the citrullinated vimentin 

(CV) protein abundantly expressed in the extracellular matrix of 
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their inflamed joints, in consistency with the presence of anti-

citrullinated protein antibodies (ACPA) [37].  

 

Current therapies adopted against autoimmune diseases rely on 

immunosuppressive and anti-inflammatory agents, along with 

synthesized biologics like monoclonal antibodies. Nevertheless, 

cell-based therapy has shown promising treatment approaches in 

cancer patients, and within existing experiments against 

autoimmune diseases [38]. Indeed, the application of this 

technology in autoimmune diseases will pave the way for a new 

potential therapeutic option [38]. 

 

Synthetic Biology Approaches for The 

Degenerating Brain: Novel Treatments for 

Neurodegenerative Diseases  
 

The central nervous system (CNS) is susceptible to a wide range 

of neurodegenerative diseases that impair neural connection and 

communication, which are crucial for sensory, motor, and 

cognitive functions like vision, hearing, movement, speech and 

language, memory, and others. Neurodegenerative disorders, 

including Alzheimer's disease (AD), Huntington's disease (HD), 

Parkinson's disease (PD), and amyotrophic lateral sclerosis 

(ALS), impact the brain tissue, resulting in diverse symptoms. 

Although the etiology, severity, and rate of progression of each 

neurodegenerative disease are unique, common molecular 

changes and mechanisms can be identified, providing potential 

directions for research into a variety of diseases [39].  

 

Synthetic biology has the potential to advance therapies for 

neurodegenerative illnesses by introducing new tools and 

methods. Synthetic biology will particularly aid in the design of 

small molecules, proteins, gene networks, and vectors to target 

disease-related genes. Combining protection and repair methods 

will lead to the development of novel therapies, including the use 

of medication, the promotion of neurotrophic factor synthesis, 

and gene targeting [40]. Due to their master regulatory function 

in several signal transduction cascades in the neuroscience field, 

protein kinases (PKs) have come to be identified as CNS 

disease-relevant targets. In the context of neurodegeneration, 
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GSK-3, FYN, and DYRK1A are particularly important, and the 

deregulation of all three PKs has been connected to a variety of 

CNS disorders [41]. Since Alzheimer's disease (AD) has a 

complex etiology and a dynamic progression from preclinical to 

clinical stages, it poses a unique therapeutic challenge. In more 

than two thousand clinical trials, several prospective treatment 

targets and approaches for AD were investigated. Recent 

breakthroughs in technical developments in the design, 

manufacturing, and targeting of brain mRNA and microRNA 

with synthetic antisense oligonucleotides (ASOs) appear to 

present opportunities to address the problems of AD therapy. 

Given that over 70% of human miRNAs are expressed in the 

brain and that many of these miRNAs play a role in the 

regulation of neuroinflammation and other important 

pathomechanisms of AD, this novel idea of targeting entire 

signaling cascades using miRNA-based ASOs is further 

validated [42]. By targeting the mRNA for APP or its 

amyloidogenic processing enzymes, several ASOs attempted to 

reduce the amounts of toxic amyloid. ASO OL-1 was created to 

specifically target the 17-30 amino acid region of the APP 

mRNA. Two AD mouse models, transgenic Tg2576 (APPswe) 

and SAMP8 mice that spontaneously generate Aβ plaques with 

aging, both had their APP expression levels reduced by OL-1 in 

the brain. Despite worries caused by the observed shift towards 

soluble Aβ, OL-1 treated mice were characterized by enhanced 

cognitive function and decreased neuroinflammation [43]. In 

older SAMP8 mice, ASO aimed at APP processing PS1 reduced 

Aβ-mediated brain oxidative stress and enhanced learning and 

memory. Another ASO downregulated BACE1 mRNA and 

protein levels in the HEK293 cell line by 90% and 45%, 

respectively [44]. After giving ASO intracerebroventricularly to 

SAMP8 mice, tau phosphorylation and oxidative stress were 

reduced, and learning and memory were also improved 

[45].Using an ASO intended to promote exon 19 inclusion in 

ApoER2 mRNA enhanced synaptic function, memory, and 

learning in mice [46]. Huntington's disease (HD) is an 

autosomal-dominant neurological disease brought on by CAG 

expansion in huntingtin (HTT) exon 1. Because the mutant 

huntingtin (mHTT) protein is the underlying cause of 

Huntington's disease, oligonucleotide-based therapeutic methods 
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using siRNAs and antisense oligonucleotides created to 

specifically silence mHTT may be cutting-edge treatment 

options [47]. A genetic circuit for the cytomegalovirus promoter 

that codes for both mHTTsiRNA and a rabies virus glycoprotein 

tag that targets neurons was created. This circuit was able to 

reprogram hepatocytes to transcribe and self-assemble 

mHTTsiRNA into rabies virus glycoprotein-tagged exosomes 

after being taken up by mouse livers following intravenous 

injection. A rabies virus glycoprotein tag is used to direct the 

mHTTsiRNA to the cortex and striatum during subsequent 

delivery via the exosome-circulating mechanism. As a result, the 

amounts of mHTT protein and toxic aggregates were 

successfully decreased in the cortex of three mouse models of 

Huntington's disease that were treated with this circuit. These 

findings established an efficient method for siRNA self-

assembly in vivo that could have a considerable therapeutic 

advantage for Huntington's disease [48]. Parkinson's disease 

(PD) is a multi-factorial degenerative illness that causes tremors, 

gait rigidity, and hypokinesia, making daily life difficult. 

Because this disease is typically detected in its later stages, when 

neurons have completely degenerated, cure is on hold, eventually 

leading to death due to a lack of early diagnostic techniques. As 

a result, biomarkers are required to diagnose the disease early on 

when prevention is viable [49]. The GPR55 receptor is 

abundantly expressed in the brain, particularly in the striatum, 

implying that it may have a role in motor function. Indeed, mice 

lacking GPR55 have impaired motor behavior, as well as 

dampened inflammatory responses. Abnormal-cannabidiol 

(AbnCBD), a synthetic cannabidiol (CBD) isomer, is a GPR55 

agonist that may be used to treat inflammatory illnesses. Abn-

CBD had an anti-cataleptic effect that was reversed by CBD and 

PSB1216, a recently synthesized GPR55 antagonist, and two 

other GPR55 agonists (CID1792197 and CID2440433) also had 

anti-cataleptic effects. These findings show, for the first time, 

that activating GPR55 may be beneficial in the treatment of 

Parkinson's disease [50]. ALS is a fatal neurological disease that 

causes specific degeneration of motor neurons, resulting in 

muscular atrophy, eventual respiratory failure, and death. A 

well-known variant of the disease (fALS) is linked to point 

mutations. The most prevalent is an extension of the C9orf72 
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gene's noncoding GGGGCC hexanucleotide repeat on 

chromosome 9p21. Chemical chaperones (CSs) are a traditional 

technique for discovering treatments for protein aggregation-

related disorders. The FDA has approved a CS treatment for 

such complication in ALS; 4-phenylbutyric acid (4-PBA). 

However, its high active concentration dosage prevents it from 

being used as an effective therapeutic agent for a long time. 

Hence, selective targeting of 4-PBA to specific cellular 

compartments such as lysosomes and ER is needed to limit its 

effective concentration. The 4-PBA derivatives were synthesized 

using organic chemistry synthetic techniques and solid-phase 

peptide synthesis (SPPS). The effect of these derivatives was 

evaluated on the eye of an ALS Drosophila model expressing 

C9orf72 repeat expansion. Several 4-PBA derivatives had a 

significant biological effect on eye degeneration. They inhibited 

neurodegeneration in the retina at various efficacy levels. 

Compound 9, a peptide derivative that was ER-targeted, was the 

most active CS [51]. Novel CSs surpassed 4-PBA in terms of 

efficacy, suggesting that they could be employed as a new class 

of therapeutic candidates to treat ALS [52]. 

 

Synthetic Biology-Based Cancer Therapies  
 

By manipulating the behavior of living organisms, synthetic 

biology tries to apply engineering ideas to biology. An emerging 

application of this field is the genetic modification of bacteria to 

program therapeutic, safety, and specificity features as a cancer 

therapy [53]. Bacteria can naturally localize to tumors by 

entering through the vast vascular of the tumor. Once inside, 

they can colonize the necrotic core, an immune-privileged 

environment that protects them from macrophages and 

neutrophils. This natural colonization process has the potential to 

be enhanced by the addition of targeting or directing 

mechanisms, which can potentially lower the likelihood of off-

target colonization. One approach is engineering bacteria to 

express tumor-homing proteins or peptides on the outer 

membrane. Affibodies (proteins engineered to bind targets such 

as upregulated receptors in cancer cells (e.g., HER2)), synthetic 

adhesion molecules that mimic immunoglobulin fragments and 

identify antigen receptors, and recognized tumor-targeting 
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peptides such as RGD, have all been employed as targeting 

motifs [54]. A magnetotactic bacterium strain was developed to 

transport drug-loaded nanoliposomes. After injecting grafted 

tumors in mice. The introduction of a magnetic field was applied 

in the tumor-guided bacteria. after injection of grafted tumors in 

mice. Enhancing tumor localization, whether through creating 

targeted or remotely guidable bacteria, has the potential to 

enhance colonization efficiency and off-target effects, and may 

have a significant impact on attaining effective clinical usage of 

these medicines [55].  Animal tumor model injected with 

Salmonella typhimurium harboring a promoter library generating 

GFP, were able to discover tumor-specific promoters by sorting 

and sequencing GFP-expressing bacteria. In a subsequent study, 

these promoters were modified, and hypoxia-detecting regions 

were added to create a synthetic tumor-specific hypoxic 

promoter [56]. Recently, in vivo, delivery of S. typhimurium 

producing flagellin B, a structural component of the flagellum 

from Vibrio Vulnificus, resulted in macrophage mobilization and 

tumor regression, possibly via activation of the toll-like receptor 

pathways [57]. research has employed bacteria as carriers for 

standard chemotherapies, such as "bacteriobots" and 

"nanoswimmers" loaded with doxorubicin liposomes and nano-

particles, respectively [58]. A bacterium that has been 

genetically modified, Escherichia coli MG1655, is engineered 

with NDH-2 enzyme (respiratory chain enzyme II) 

overexpression (Ec-pE), having the ability to infiltrate tumors 

and increase localized H2O2 production. As a result, magnetic 

Fe3O4 nanoparticles bond covalently to the bacteria, serving as a 

catalyst for a Fenton like reaction. This reaction transforms 

H2O2 into hazardous hydroxyl radicals for tumor therapy. The 

Fenton-like reaction happens in this bioreactor using sustainably 

generated H2O2 generated by the engineered bacteria, and thus 

the produced poison causes tumor death (Figure 3). These 

findings demonstrate that this bioreactor can achieve effective 

tumor colonization as well as a self-supplied therapeutic Fenton-

like reaction without the use of additional H2O2 [59]. Using 

engineered cells to monitor long-term blood calcium 

concentration, detect the onset of mild hypercalcemia, and 

respond via subcutaneous accumulation of the black pigment 

melanin to form a visible tattoo, a synthetic biology-inspired 
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biomedical tattoo was developed. Cells, engineered to express 

ectopically generated calcium-sensing receptors rewired to a 

synthetic signaling cascade, stimulate the production of 

transgenic tyrosinase, which creates melanin in response to 

persistently elevated blood Ca2+. Tattoos were seen in all 

animals implanted with hypercalcemic breast and colon 

adenocarcinoma cells, but not in mice inoculated with 

normocalcemic tumor cells. Recent scientific developments have 

enabled the identification of tumor-specific mutations as well as 

the development of personalized therapeutic cancer vaccines 

tailored to target tumor cells rather than normal cells in 

individual patients, greatly enabling targeted cancer therapy [60]. 

Cancer vaccines, which are important components of 

immunotherapy, attempt to induce long-lasting antigen-specific 

immunity to kill tumor cells and prevent recurrence. Many 

cancer vaccines have been developed in the past using tumor 

cells, immune cells, and live attenuated or inactivated bacteria 

and viruses. Two examples of cancer vaccines are KLH, a 

glycoprotein produced from giant keyhole limpets and employed 

in pre-clinical investigations, and DT, a formaldehyde-

inactivated diphtheria toxoid. TT is another formaldehyde-

inactivated neurotoxin commonly utilized as a vaccine carrier 

due to its accessibility from Clostridium tetani cultures and its 

well-established safety profile. CRM197, derived from the 

Corynebacterium diphtheriae C7(197)tox- strain, is now 

frequently used in clinical vaccines because of its low toxicity 

and large-scale manufacturability. It results from a single amino 

acid mutation and offers a high-purity protein [61]. Synthetic 

mRNA is an interesting cancer vaccine technique that can be 

used to execute successful cancer immunotherapy. A lipid-

polyethylene glycol (lipid-PEG) shelled adjuvant-pulsed mRNA 

vaccination nanoparticle (NP) consisted of an ovalbumin-coded 

mRNA and a palmitic acid-modified TLR7/8 agonist R848 

(C16-R848). This mRNA vaccine NP formulation retained the 

adjuvant activity of encapsulated C16-R848 while also 

significantly improving mRNA transfection efficacy (>95%) and 

subsequent MHC class I presentation of OVA mRNA derived 

antigen in antigen-presenting cells. In comparison to the mRNA 

vaccine NP without adjuvant, the C16-R848 adjuvant-pulsed 

mRNA vaccine NP approach created an effective adaptive 
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immune response by significantly enhancing the expansion of 

OVA-specific CD8+ T cells and infiltration of these cells into 

the tumor bed in vivo. The approach resulted in effective anti-

tumor immunity against OVA-expressing syngeneic allograft 

mouse models of lymphoma and prostate cancer, resulting in 

significant tumor growth prevention [62]. PRAD (prostate 

adenocarcinoma) is the main cause of death among males [63]. 

K LHL17, CPT1B, IQGAP3, LIME1, YJEFN3, KIAA1529, 

MSH5, and CELSR3 were identified as overexpressed and 

mutant tumor antigens with poor prognostic value in PRAD. The 

relationship between these genes and antigen-presenting immune 

cells was investigated. PIS1 had greater survival and immune 

cell infiltration, but PIS2 and PIS3 had cold tumor 

characteristics, a worse prognosis, and more tumor genetic 

instability. Furthermore, these immune subtypes were associated 

with immune checkpoints, immunogenic cell death modulators, 

and PRAD prognostic factors. These findings indicated that 

KLHL17, CPT1B, IQGAP3, LIME1, YJEFN3, KIAA1529, 

MSH5, and CELSR3 are possible antigens for PRAD mRNA 

vaccine development, and that patients in the PIS2 and PIS3 

groups are better candidates for immunization [64]. 

 

 
 

Figure 3: Engineered bacteria for treatment for cancer. A research team at 

UCSF engineered E. coli to penetrate mammalian cells in low-oxygen 

conditions, a crude indicator of a tumor. Another study enhanced this approach 

by programming the infiltrating E. coli to suppress a colon cancer gene 

(CTNNB1), thereby curbing tumor expansion. The E. coli produce a tiny RNA 

molecule that attaches to the CTNNB1 mRNA, signaling its breakdown. By 

injecting the modified E. coli, human colon cancer cells implanted beneath the 

skin of laboratory mice were successfully targeted, marking a fascinating initial 

progress [6]. 
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Synthetic Biology in The Battle Against 

Infectious Diseases  
 
Infectious diseases are a major public health concern and 

continue to be a leading cause of morbidity and mortality 

worldwide. These diseases are caused by microorganisms such 

as bacteria, viruses, fungi, and parasites. They can spread from 

person to person, through contact with infected animals or 

contaminated surfaces, or air [65]. Strategies for preventing the 

spread of infectious diseases include vaccination, proper hand 

hygiene, use of personal protective equipment, quarantine and 

isolation measures, and public health education [65]. Treatment 

may include antibiotics, antivirals, antifungal medications, and 

other targeted therapies [65]. However, a set of obstacles 

including late diagnosis and drug resistance prevent effective 

control over these diseases. Nevertheless, synthetic biology plays 

a significant role in disease control by providing tools for disease 

diagnosis and treatment [66]. 

 

If the identification of bacterial infection is delayed in 

diagnosing a disease, it can cause ineffective antibiotic treatment 

and result in early death, especially from sepsis [67]. 

Remarkably, the mortality rate is high, up to 30-39%, with 

inappropriate antibiotic treatment, whereas appropriate treatment 

can reduce it to 12-28%. Typically, it takes 24-48 hours or more 

to culture bacteria and enable appropriate antibiotic treatment 

[67]. Synthetic biology diagnostics can provide fast and precise 

identification of bacterial infections, reducing the time to 

diagnose [68]. For example, phages, or bacteriophages, are 

viruses that can eliminate bacteria. To diagnose pathogens like 

Staphylococcus aureus (S. aureus), Listeria, Escherichia coli (E. 

coli), and Bacillus anthracis, genetically engineered phages 

known as fluoromycobacteriophages are developed [69]. This 

phage-based diagnostic method can detect pathogens much faster 

than traditional methods, significantly reducing detection time 

[69]. By using this new approach, tuberculosis (TB) diagnosis, 

which usually takes up to 10 weeks to culture, can now be 

completed in as little as 24 hours [69]. The commercially 

available phage-based diagnostic platforms, FastPlaque TB and 

FastPlaque-Response assays, can diagnose TB and determine 
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rifampicin resistance with a sensitivity of 95% and specificity of 

97% [70]. KeyPath is an FDA-approved blood culture test for 

methicillin-resistant S. aureus (MRSA)/methicillin-susceptible S. 

aureus (MSSA), which can identify S. aureus and distinguish 

MRSA in only 5.5 hours [71]. This is much faster than current 

methods of culturing S. aureus, which typically require more 

than 48 hours. The sensitivity and specificity of the KeyPath test 

are 91.8% and 98.3%, respectively. Eventually, having S. aureus 

as the leading sepsis etiology, the risks of sepsis are predicted to 

drop with this technology [71]. Moreover, a novel and affordable 

diagnostic tool has been created to quickly detect the Zika virus. 

This tool employs toehold switches, a type of RNA engineering 

designed for medical diagnosis, to identify the RNA genome of 

the Zika virus on a paper-based platform that has been freeze-

dried [72]. This technique consists of a short segment of RNA 

that acts as a trigger (the toehold) and a larger segment of RNA 

that functions as the responder. When the toehold switch 

encounters a specific target RNA sequence, it undergoes a 

conformational change that activates the responder segment, 

allowing it to carry out the desired function, such as generating  

signal to indicate the presence of the target RNA [73]. 

Diagnostic tests based on synthetic biology are being developed 

to rapidly detect infectious diseases such as fungal sepsis and 

pneumonia, in a faster manner than traditional techniques [68]. 

 

As potential alternatives to antibiotics amid antibiotic-resistant 

crises, bacteriophages have been investigated as a potential 

therapy for bacterial infections since their initial identification as 

a means of treating Shigella dysenteriae in 1919 [74]. While 

phage therapy has been effective against a number of bacterial 

infections including cholera, diabetic foot ulcers, and chronic 

otitis, it is hindered by various limitations such as the inability of 

phages to penetrate cell walls, the limited host range of phages, 

and the development of bacterial resistance [74]. Fortunately, 

synthetic biology provides solutions to the limitations of phage 

therapy by modifying or engineering phages, which can make 

them safer and more effective for use in therapy [75]. One way 

this is accomplished is by engineering the tail component of 

phages to recognize multiple host strains, thus expanding the 

host range [76]. Using a yeast-based phage engineering system, 
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researchers were able to modify the host range of E. coli phages 

(T7, T3) by engineering the phage tail components to target 

Yersinia and Klebsiella bacteria. This approach succeeded in 

eliminating the targeted bacteria [76]. Moreover, phages have 

been engineered to inhibit biofilm production by expressing 

enzymes that degrade the biofilm matrix or by blocking 

communication between bacteria, which in turn leads to biofilm 

inhibition [76]. This strategy is highly valuable since biofilm 

production is a key element in disease development, as it makes 

bacteria resistant to drug treatment and the immune system [66]. 

Quorum sensing is the process through which bacteria 

communicate and coordinate biofilm formation. The main 

component of this cellular signaling is acyl-homoserine lactones 

(AHL), and lactonase is a molecule known for its ability to 

quench this quorum sensing process [77]. Based on this, 

scientists have developed phages that can prevent biofilm 

formation by quenching quorum sensing. They engineered the 

T7 bacteriophage to produce the AiiA lactonase enzyme upon 

infection, which can degrade the AHLs. As a result, the T7 

phage expressing AiiAlactonase efficiently inhibited biofilm 

production [77]. 

 

To add more, one of the most high-profile breakthroughs in 

medicine from synthetic biology research is the creation of a 

precursor to anti-malarial drugs, artemisinic acid, from yeast 

[78]. Artemisinic acid can be sourced from Artemisia annua 

(sweet wormwood) using an extraction process, which before 

this discovery was in a crisis state due to unrelenting demand 

and limited supplies of the plant. Now, instead of relying on 

natural sources, scientists can produce artemisinin-based 

therapies (ACTs), ranked as the most effective anti-malarial 

treatment, which is cheaper and more reliable [78].  

 

During the Coronavirus disease 2019 (COVID-19) pandemic, 

synthetic biology provided lifesaving tools for disease diagnosis, 

treatment, and prevention [66]. Development of several 

diagnostic platforms such as specific high sensitivity enzymatic 

reporter unlocking (SHERLOCK), DNA endonuclease-targeted 

CRISPR trans reporter (DETECTR), and 1 h low-cost 

multipurpose highly efficient system (HOLMES) helped detect 
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disease biomarkers with high sensitivity and efficiency [79]. 

Additionally, programmable toehold switch sensors have been 

developed to isolate viral RNA from patients' swab samples and 

detect SARS-CoV-2-specific genomic regions, producing a 

fluorescent signal [80]. 

 

As a therapeutic approach, a synthetic biology drug called 

carrimycin has been approved by the FDA for a Phase III trial to 

treat bacterial infections associated with COVID-19 [81]. This is 

a newly developed drug with anti-bacterial and anti-

inflammatory properties, which is created through genetic 

engineering of Streptomyces spiramyceticus by adding a 4′′-O-

isovaleryltransferase gene from Streptomyces thermotolerant 

[81]. This modification allowed carrimycin to possess stronger 

antibacterial properties, where studies have demonstrated that 

carrimycin can effectively inhibit viral RNA synthesis, 

particularly post-entry replication events, without causing any 

major adverse effects in the treatment of severe COVID-19 cases 

[81]. 

 

As preventive measures, synthetic biology enabled the creation 

of vaccines that contain only the nucleic acid building blocks of 

an antigen, addressing several safety concerns [82]. This 

technology has been instrumental during the COVID-19 

pandemic, as it has allowed for the rapid development and 

distribution of DNA and RNA vaccines at an unparalleled rate 

[83]. 

 

Finally, synthetic biology presents a promising potential to 

improve future rates of morbidity and mortality caused by 

infectious diseases through preventive, diagnostic, and 

therapeutic synthetic biotics (Figure 4). 
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Figure 4: Employing a systems biology methodology in the study of infectious 

diseases, the figure outlines the strategy for uncovering factors that either 

protect against or contribute to tuberculosis. This involves a cyclical process 

alternating between human disease investigation and experimental model 

testing [84]. 

 

Tackling Bacterial Drug Resistance Utilizing 

Synthetic Antibiotics Assortment  
 
The emergence and spread of bacteria resistant to the majority of 

known medicines increases fears of a worldwide infectious 

disease crisis [85]. Any solution relies on the development of 

novel medicines that are efficient against current bacterial 

diseases, although opinions differ on what methods are most 

effective for achieving these discoveries [86]. For decades, 

natural products served as both conceptual and material starting 

points for antibiotic discovery. However, making specific 

chemical modifications to structurally complex natural products 

(that is, semisynthesis) is inherently difficult, and the pace of 

drug discovery via this route has slowed significantly [87]. In an 

alternative approach, the development of fully synthetic 

platforms for the construction of tetracycline [88], macrolide 
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[89] group (A) streptogramin [90], and arylomycin [91] 

antibiotics has enabled deep structural modifications not possible 

with semisynthetic drugs. These tools enable chemists to 

imagine and evaluate an infinite number of design possibilities.  

 

We employ component-based chemical synthesis to achieve a 

significant re-scaffolding of lincosamide antibiotics, yielding a 

broad-spectrum agent effective against a broad spectrum of 

multidrug-resistant bacterial infections. Lincosamides are one of 

the numerous ribosome-targeting groups that have proven crucial 

to current pharmacopeia [92]. The first member of the family, 

lincomycin, was discovered in 1963 from a streptomycete found 

in Nebraskan soil [93] and found immediate application in the 

management of staphylococcal, pneumococcal, and streptococcal 

infections. An early semisynthetic modification led to the 

antibiotic now known as clindamycin, a molecule with optimized 

pharmacokinetic properties and an expanded spectrum of activity 

[94] that has mainly replaced lincomycin in human medicine 

[94]. Considering the US Food and Drug Administration 

accepted clindamycin in 1970, semisynthetic and fully synthetic 

methods of lincosamide discovery have been investigated, 

leading to candidates with six- and seven-membered aminoacyl 

residues, each with an expanded spectrum of activity [95]. More 

recently, reports of changes in the aminosugar residue through 

semisynthesis have been made, extending coverage to some 

Gram-positive bacteria that are multidrug resistant [96]. 

 

Clindamycin-resistant bacteria are globally distributed and are 

commonly acquired through N6-dimethylation of 23S ribosomal 

RNA (rRNA) residue A2058 [97]. The US Centers for Disease 

Control and Prevention (CDC) have identified three major 

resistance mechanisms among its most pressing threats in their 

2019 report (1): a distinct rRNA methyltransferase, Cfr (encoded 

by the horizontally transferrable gene CFR) [98], methylates C8 

of the 23S rRNA residue A2503 and confers resistance to 

phenicol, lincosamide, oxazolidinone, pleuromutilin and 

streptogramin A [98]. (PhLOPSA) antibiotics as well as 16-

membered macrolides [99]. Additionally, recent studies have 

elucidated a third major resistance mechanism affecting 

lincosamides, whereby target-protection proteins (e.g. LsaA) 
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bind to antibiotic-inhibited ribosomes, evicting the drug and 

restoring protein synthesis [100]. The prevalence of erm genes 

among clinical streptococcal and staphylococcal isolates has led 

to the rise of Clostridium difficile colitis, which challenges the 

continued utility of this antibiotic in patients. 

 

To counteract the possibility of bacterial resistance, 

phytochemicals are thought to have a crucial role in reducing 

bacterial virulence. It's interesting to note that these processes 

allow natural phytocompounds to display their antibacterial 

activity through their chemical makeup and physical 

characteristics [101]. Because of their antimicrobial activity, 

bioactive-rich compounds like alkaloids, phenols, flavonoids, 

and terpenoids, among others, must be isolated and profiled to be 

used in the creation of novel and natural antimicrobial drugs. 

These compounds also have a specific clinical significance 

because of their bioactivity, which does not result in resistance. 

These bioactive substances are often divided into five categories: 

polyphenolics, alkaloids, tannins, glycosides, and steroids. 

Among them, polyphenols have antibacterial properties that are 

effective against a variety of pathogens. Polyphenolic 

compounds, especially flavanol and phenolic acids, have been 

shown to have the highest activity for a variety of scientific 

reasons, including attenuating bacterial virulence factors such as 

enzymes and toxins, decreasing extracellular polysaccharide 

activity, and acting as extracellular polysaccharide inhibitors. 

Much scientific research has clearly demonstrated that increasing 

the number of compounds stimulated pathogen inhibition 

potential [102]. 

 

Alkaloids, such as quinolone, dictamnine [103], and kokusagine 

[104], are a cluster of heterocyclic compounds with 

antimicrobial potential. These compounds show suitable 

antibacterial activity against a wide range of bacterial pathogens, 

including B. cereus, S. aureus, and K. pneumonia [105]. 

Piperine, which was isolated from Piper nigrum and 

ciprofloxacin, has been shown to inhibit type II topoisomerase 

enzyme and reduce the consumption of O2 against bacteria. 

Diterpenoid alkaloids belonging to Ranunculaceae have 

antimicrobial properties. The mechanism of action of quaternary 
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alkaloids, such as berberine and harmane, is accomplished by 

their ability to interpolate with DNA, leading to impairment in 

cell division and cell death. These compounds have 

antimicrobial potential against bacteria, fungi, protozoa, and 

even viruses by aiming at DNA intercalation, affecting RNA 

polymerase, gyrase, and topoisomerase, and by inhibiting cell 

division [106]. Comparably berberine has potent antimicrobial 

activity against bacteria, fungi, protozoa, and even viruses by 

intercalating DNA, affecting RNA polymerase, gyrase, and 

topoisomerase, and inhibiting cell division [107]. Berberis spp., a 

phytochemical substance, decreased E. coli development by 

inhibiting cell division, protein, and DNA synthesis [106]. The 

antimicrobial chemical chanoclavine, derived from Ipomoea 

muricata, had synergistic efficacy when combined with 

tetracycline, which appears to block EP and was described as 

efficacious and ATPase dependent [108]. 

 

Plasmid, a self-replicating, circular DNA coding for multiple 

gene groups, is resistant to antibiotics in bacteria. Certain 

phytochemicals were reported to target such plasmids [109]. 8-

Epidiosbulbin-E-acetate, derived from Dioscorea bulbifera, has 

been shown to effectively cure antibiotic-resistant R-plasmids in 

clinical isolates of E. faecalis, E. coli, Shigella sonnei, and P. 

aeruginosa [110]. Tomatidine, a Solanaceous plant derivative, 

has been shown to have antibacterial action against Listeria, 

Bacillus, and Staphylococcus spp. Tomatidine's probable mode 

of action is as an ATP synthase inhibitor [111]. 

 

P. aeruginosa and S. epidermidis are resistant to allicin, an 

organosulfur molecule derived from Allium sativum. Allicin's 

antibacterial action mechanism involves the suppression of DNA 

synthesis, protein synthesis, and sulfhydryl-dependent enzymes 

[112]. The antibacterial activity of ajoene from A. sativum 

inhibits the sulfhydryl-dependent enzyme inhibitor of 

Campylobacter jejuni [113]. The application of Diplotaxis harra-

derived sulforaphane as an ATP synthase inhibitor and 

DNA/protein synthesis inhibitor was investigated, and the results 

demonstrated that this molecule successfully inhibits E. coli 

growth. Furthermore, this compound has been shown to destroy 

the target pathogen's membrane [114]. 
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Terpenes, also known as isoprenoids, are the most abundant 

family of substances found in essential oils and are composed of 

isoprene molecules [115]. Essential oils (EOs) are made up of a 

variety of phytochemicals and are well known for their 

antibacterial properties. Furthermore, because they are 

considered safe to consume and necessary for host tissues, they 

have been used as a traditional medicinal treatment to combat 

antibiotic resistance [116]. EOs produced from Melaleuca 

alternifolia improved bacterial membrane permeability [117]. 

Farnesol, an essential oil phytochemical, suppressed S. aureus 

development by damaging the cell membrane [118]. 

 

Plant flavonoids are phenolic compounds with a 2-phenyl-benzo-

γ-pyrane nucleus and two benzene rings with potent 

antimicrobial activities. Flavonoids such as flavanols, 

flavanones, isoflavonoids, chalcones, and dihydrochalcones have 

been reported to exhibit antimicrobial properties [119]. Catechin 

causes membrane disruption in MRSA, leading to the 

accumulation of bacterial cells and increased permeability of 

pathogenic S. aureus and E. faecalis [120]. 

 

Numerous plant-derived bioactive substances (phytochemicals) 

have been studied for their ability to reverse antibiotics and kill 

bacteria. The bioactive potentials of such phytochemicals have 

been found to inhibit important virulence factors linked to 

resistance development, such as cell permeability, efflux pumps, 

DNA replication mechanisms, and other bacterial virulence-

related processes, such as biofilm formation and quorum sensing. 

Furthermore, the synergistic effects of these phytochemicals in 

combination with conventional antibiotics were found to be 

extremely effective against antibiotic-resistant pathogenic 

bacteria. 

 

Synthetic Biology Related Advances for Natural 

Drugs Synthesis  
 

Synthetic biology blends classical metabolic engineering and 

ideas from systems biology. Recent developments in synthetic 

biology have strongly influenced research on herbal remedies. 

The characteristics of optimized and altered organisms include 
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reduced carbon emissions, environmental friendliness, and 

economic effectiveness. They can constantly and effectively 

synthesize specified target molecules with high yields. New 

biosynthetic pathways can be devised to produce numerous 

natural medications and analogs, eliminating the need to rely 

solely on conventional discovery and separation or difficult 

synthetic chemistry to acquire a small number of natural 

pharmaceuticals and analogs [121].  

 

Plant extraction is now a way of producing natural 

pharmaceuticals from plants; nevertheless, traditional methods of 

preparing natural chemicals that rely on plant extraction have 

several drawbacks. Most natural plant medicines have extremely 

low content in the host; for example, 3 kg of bark from a 100-

year-old Pacific yew may contain just 300 mg of paclitaxel, 

accounting for 0.01% of the bark's dry weight [122]. The first 

and most widely publicized application of synthetic biology for 

the industrial production of an important drug is the case of 

semi-synthetic artemisinin. This antimalarial drug was originally 

obtained from plant sources but can now be produced in large 

quantities in heterologous hosts, including Saccharomyces 

cerevisiae [123]. Malaria is one of the world's worst parasite 

infections. Malaria infected about 214 million people in 2015, 

killing 438,000 individuals, most of whom were children under 

the age of five. WHO presently considers artemisinin-based 

combination therapy to be the most effective technique for 

treating malaria [124]. Due to the unstable structure of 

artemisinin and the complexity of the method of purification, the 

manufacturing cost of artemisinin is expensive, hampering 

efforts to meet market needs. As a result, identifying a more 

efficient way to produce artemisinin is critical. The advancement 

of high-throughput sequencing and molecular technology has 

resulted in the elucidation of the artemisinin biosynthesis route, 

and the genes of certain essential enzymes in the artemisinin 

biosynthetic pathway have been cloned and described [125]. The 

methylerythritol-4-phosphate route (MEP) in plastids and the 

mevalonate pathway (MVA) in the cytoplasm of A. annua are 

the two pathways that give rise to the universal 5-carbon 

precursor isopentenyl pyrophosphate (IPP) and its double-bond 

isomer dimethylallyl pyrophosphate (DMAPP) [126]. The 
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artemisinin precursor farnesyl diphosphate (FPP) was discovered 

to be involved in the synthesis of different isoprenoids 

(artemisinin, aristolochene, caryophyllene, farnesene, and 

sterols) by combining two IPP molecules with a single DMAPP 

molecule. In artemisinin-producing organisms, farnesyl 

diphosphate synthase (FPS) catalyzes the synthesis of FPP [127]. 

The first unique sesquiterpenoid precursor of the artemisinin 

biosynthesis pathway, amorpha-4,11-diene (AD), is generated by 

cyclization of FPP catalyzed by amorpha-4,11-diene synthase 

(ADS) [128]. The Keasling group cloned the amorpha-4,11-

diene oxidase gene CYP71AV1 from A. annua glandular hairs 

and inserted ADS, CYP71AV1, and CPR into Saccharomyces 

cerevisiae at the same time [17]. This yeast cell factory produced 

more than 100 mg/L of artemisinic acid. Semi-chemical 

synthesis can effectively and cheaply convert artemisinin acid to 

artemisinin. All FPP synthesis-related genes in S. cerevisiae 

CEN.PK2 was overexpressed in order to increase the yield of 

artemisinic acid [129]. These genes included ERG10, ERG13, 

tHMG1, ERG12, ERG8, ERG19, IDI1, and ERG20. 

Additionally, three copies of tHMG1 were integrated to achieve 

the 40 g/L fermentation level of the artemisinin. The highest 

concentration of artemisinic acid (25 g/L) was produced by the 

Keasling group [130] by combining the expression of the 

cytochrome b5 gene, NAD alcohol dehydrogenase, and NAD 

acetaldehyde dehydrogenase genes. It is still unknown whether 

A. annua converts dihydroartemisinic acid to artemisinin by 

enzymatic or nonenzymatic means during the last stages of 

artemisinin production. It is understood that spontaneous 

autoxidation, a non-enzymatic process, can transform 

dihydroartemisinic acid into artemisinin [131]. RNA interference 

technology is used for inserting antisense strands of cDNA into 

A. annua to downregulate the expression levels of β-farnesyl 

pyrophosphate synthase, β-caryophyllene synthase (CPS), and 

squalene synthase to block the effects of the pathways that 

compete with artemisinin biosynthesis [132]. The production of 

artemisinin in all transgenic A. annua plants rose by 70% as 

compared to control plants. Furthermore, because the organism 

is a complex membrane structure system, compartmentalization 

of the secondary metabolite biosynthetic process not only allows 

enzymes to be aggregated as functional units but also separates 
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the pathway from the rest of the cell. Certain types of selective 

advantages can be expected from the co-compartmentalization of 

biosynthetic enzymes. The closeness of continuous enzymes in 

the secondary metabolite biosynthesis pathway might increase 

route efficiency. This is especially critical if the products and 

intermediates are potentially harmful to the manufacturing cell 

[133]. 
 

Salvia miltiorrhiza Bunge (Danshen) is a Lamiaceae-family 

medicinal herb. Because the hydrophilic phenolic acids and 

lipophilic constituents of these roots are pharmaceutically active 

components, dried roots of this plant have been used in 

traditional Chinese medicine (TCM) for a long time [134]. 

Tanshinone I (TS I), TS IIA, and crypto tanshinone (CTS), 

which make up the majority of the lipophilic constituents, have a 

variety of pharmacological activities, including anticancer [135] 

and antibacterial effects [136], and can be effectively used to 

treat cardiovascular diseases [137]. The enzymes diterpene 

synthase copalyldiphosphate synthase (SmCPS) and kaurene 

synthase-like (SmKSL) cyclize GGPP, the tanshinone precursor 

in the cytosolic MVA pathway and plastid-localized MEP 

pathway, to produce miltiradiene [138], a crucial precursor for 

the biosynthesis of tanshinone. A mutagenesis cassette encoding 

SMCPS, SMKSL, ERG-20, BTS1, and HMG1 was constructed 

using the modularized pathway engineering methodologies, and 

a high yield of miltiradiene (365 mg/L) was produced in yeast 

[138]. Miltiradiene production was increased to 488 mg/L thanks 

to pathway optimization in a yeast expression system [139]. A 

high-yielding GGPP chassis line was created by deleting the 

distant genetic loci YPL062w and YJL064w and knocking out 

the transcriptional regulator Rox1 (repressor of hypoxia). Next, 

two high-efficiency catalytic enzymes (CfTPS1 and SmKSL1) 

were combined to create a fusion protein that can most 

efficiently convert GGPP to miltiradiene in yeast. Finally, 

miltiradiene production was increased [140].  
 

The first-line medicine for the treatment of breast cancer and 

ovarian cancer is paclitaxel, a diterpenoid anticancer agent 

derived from Chinese yew. Yew has little paclitaxel in it, and 

there are not many T. chinensis plants around. The complicated 

and expensive complete chemical synthesis of paclitaxel makes 
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semichemical synthesis a significant approach for the 

commercial manufacturing of paclitaxel [141]. The primary 

pathway for paclitaxel's biosynthesis has been established, and 

most of the enzymes have been acquired and functionally 

assigned. Currently, 14 of the 19 enzymes needed for the 

biosynthesis of paclitaxel have been discovered; however, the 

sequence in which most of these enzymes, particularly P450 

enzymes, engage in the pathway has not yet been established 

[142]. The most promising ways for producing paclitaxel right 

now are semisynthesis and microbial synthesis of its precursors. 

These technologies are expected to address the market's issues 

with unaffordable prices and insufficient supply of paclitaxel. 

The endangered T. chinensis must also be protected [143]. The 

basic biosynthetic pathway includes the cyclization of GGPP to 

taxa-4(5),11(12) diene by taxadiene synthase [144]; 

hydroxylation of taxane skeleton at C5, C10, C13, C2, C9, C7, 

and C1 by cytochrome P450 monooxygenase to generate 

oxetane; the creation of epoxypropane D-ring at C4 and C5; and 

then CoA acylation to synthesize the essential intermediate 

baccatin III [145]. Taxol's C13 side chain is the essential 

component for its anticancer properties. The side chains of 

baccatin III and phenylisoserine are joined at position C13, and 

the side chains are subsequently hydroxylated and benzoylated at 

positions C2 and C3 to produce paclitaxel [146]. Engels and 

colleagues  overexpressed the genes for taxadiene synthesis, 

geranylgeranyl diphosphate (GGPP) synthase, HMG1 reductase 

(thmgr), and the transcription factor UPC2-1 in S. cerevisiae 

[147]. The modified microbe produced 8.7 0.85 mg/L of taxa-

4(5), 11(12)-diene, and up to 33.1 5.6 mg/L of geranylgeraniol 

accumulated. The Scott team introduced four genes to engineer 

E. coli to produce taxadiene, which was a breakthrough in 

paclitaxel synthesis. Two P450 enzymes and an acetyltransferase 

enzyme were introduced into yeast to obtain taxadien-5-acetate-

10-ol yield of 1 mg/L [138]. 
 

Challenges in Synthetic Biology  
 

Despite advances in many aspects of synthetic biology, this field 

is facing various challenges. Challenges loom at every stage of 

the process in synthetic biology, from part characterization to 

system design and assembly. Synthetic biology aims to assemble 
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or build novel functions that do not exist in nature. In this regard, 

standard components such as amino acids, nucleotides, and other 

chemical concerns will be used where a biological component 

can range from a DNA sequence that encodes a specific protein 

to a promoter, which is a region that facilitates gene expression. 

It also takes standard parts, computer design, and software, and 

understanding to put together a functional system. Besides, the 

issue is that many sections have not been well defined. They 

have not always been studied to prove what they do, and even 

when they have, their performance might vary depending on cell 

type or laboratory settings. Furthermore, the full promise of 

synthetic biology has yet to be realized [148], primarily due to 

challenges associated with its integration. This integration is 

impeded by debates surrounding genetically modified organisms 

(GMOs), their potential environmental effects, and the 

accompanying containment and regulation problems [149]. 

Additionally, while cell-free systems, which mimic life-like 

functioning outside living cells, offer promise, debates over 

GMOs have influenced their adoption. However, despite these 

challenges, cell-free systems have demonstrated success in 

manufacturing essential bio-molecules, including medicines 

[150]. The inherent lack of understanding of fundamental 

biological processes is the key constraint in synthetic biology in 

general, not simply scaling already proven technology. Much 

metabolic engineering research now focuses on "mutagenesis" 

and "directed evolution," which involves messing with a cell's 

DNA and hoping for the best. So one issue is getting proteins 

(which are encoded by DNA) to do the exact function that we 

want [151]. One of the many exciting potentials that synthetic 

biology provides for medicine is the creation of theranostic cell 

lines capable of sensing disease states and producing an 

appropriate therapeutic response [152]. To achieve this goal, 

several obstacles need to be addressed. First, we must broaden 

the range of molecules that can be recognized as inputs by 

cellular "sensors," and second, we must better understand the 

genetic control factors that regulate gene expression in space and 

time so that we can engineer better activator systems. 

Furthermore, the circuitry is erratic. Even though the function of 

each element is known, the pieces may not perform as predicted 

when assembled. Synthetic biologists are frequently stuck in a 
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lengthy trial-and-error process, in contrast to the more 

predictable design techniques used in other modern engineering 

fields. Synthetic genetic circuits, once built and implanted in 

cells, can have unforeseen consequences for their host. For 

example, we can't predict how protein-DNA interactions change 

DNA structure, how a specific protein-DNA structure affects 

gene expression, how supercoiling occurs as a result of genetic 

circuit layout, how DNA-encoded modules perform due to the 

possibility of mechanical interactions, and how the location of a 

gene on the genome affects gene expression [153]. Even if one 

could mimic the entire designed cell using known software tools, 

the information obtained would be useless for design and 

verification. In truth, there is a wealth of experimental data and 

computational tools available to define some of these effects 

individually, but there is a lack of a design-oriented 

mathematical framework to explain these effects and their 

relationships. Also, our inability to address the preceding issue is 

primarily due to our lack of understanding of modularity and 

compositionality in natural biological systems. Natural 

biological systems, such as (unfortunately) cancer pathways, are 

exceedingly resistant to parameter uncertainty and external 

perturbations [154]. Synthetic biologists must also verify that 

circuits work dependably. Molecular processes inside cells are 

subject to random oscillations or noise, where its propagation 

can deteriorate circuit performance or even lead to complete 

circuit failure [155].  
 

Variations in growing conditions can also influence behavior and 

eventually, randomly occurring genetic mutations might 

completely disable a circuit's function. Addressing these 

robustness issues may need a shift away from conventional 

fundamental processes in synthetic biology, such as gene 

expression and gene control, and toward new types of processes, 

such as protein-protein interactions and CRISPR/Cas-based 

systems. These biological tools are currently ignored, even 

though they may allow for faster reactions and a simpler tuning 

approach [156]. However, how to do circuit design employing 

these key techniques to obtain a desired functionality remains 

unknown. Moreover, synthetic biology is an example of a dual-

use technology: it has many promising uses, yet it may also be 

harmful [157].  
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Conclusion  
 

We have reached a watershed moment in the history of modified 

immune cell cancer therapies. The emerging field of synthetic 

immunology is assembling a large resource of tools that can be 

used to enhance or reprogram T cell function in various ways 

and overcome the fundamental problems in cancer treatment, 

how to recognize the tumor and distinguish it from normal cells, 

and how to mount a potent cytotoxic response that overcomes 

the local immunosuppression that is common in many solid 

tumors. Although we have concentrated on CAR T cells as an 

engineering T cell therapy for cancer, many of the techniques 

and tactics apply to other disorders such as autoimmune ones. It 

is also feasible that modified immune cells will become 

beneficial as a research tool. An immune cell with the ability to 

identify user-defined antigen signatures and change the 

microenvironment, like an antibody or medication, would enable 

a novel and customized form of targeted disruption. A precision-

engineered cell that can participate as an active yet controlled 

node within the complex, in vivo networks would be a great tool 

as we learn more about the fundamental principles of tissues and 

systems composed of numerous cell types. In order to overcome 

some of the apparent drawbacks of current biological molecules, 

an intriguing new generation of biologics that not only disrupt 

the immune response but also use autologous immune cells to 

treat illnesses is now being developed. In conclusion, although 

synthetic immunology is young, it has a promising future. In 

preclinical and clinical trials, fascinating new treatment ideas for 

modifying the immune response, as well as innovative technical 

techniques that alter the function, activity, or Immune cell 

targeting are currently being developed. Modulation of the 

immune response based on the principles of synthetic biology 

has enormous potential since immune cells are implicated in the 

pathogenesis of a range of disorders. Synthetic biology will 

contribute to innovative technologies by introducing therapeutic 

systems based on a synthetic genome, employing an enlarged 

genetic code, and built for precisely tailored medication 

manufacturing as well as transport and activation by a 

pathological signal. 
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